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ABSTRACT
We present a simple approach to characterize the spatial variation of the gain in microchannel plate (MCP) coupled to phosphor detectors
using single electron or photon hits. The technique is easy to implement and general enough to be extended to other kinds of detectors.
We demonstrate the efficacy of the approach on both laboratory and Monte Carlo generated datasets. Furthermore, we use the approach to
measure the variation in gain over time as the MCP is exposed to an increasing number of electrons.
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I. INTRODUCTION

Spatially resolved detection of electrons, ions, and photons
plays an important role in many areas of physics, chemistry, biol-
ogy, and astronomy.1–7 Intrinsic to all spatially resolved detectors is
a spatial variation in the response.8,9 This spatial variation can be
exacerbated as the detector is exposed to a spatially non-uniform
signal over time. Microchannel plates (MCPs), which are typically
used to amplify single electrons, ions, or photons, while maintaining
spatial resolution, become depleted in regions of high ion/electron
exposure.10–12 For multilayer MCPs, the last MCP in the series will
experience the worst gain depreciation as it has to handle several
orders of magnitude of more charges passing through it.12 For MCP
based imaging and spectroscopy systems, such as the Chandra High-
Resolution Camera (HRC), temporal and spatial uniformity of gain
is necessary for successful operation.4 Characterizing the spatial
variation in the gain (detector response) can be challenging because
it is difficult to disentangle the spatial variation in the signal from
the spatial variation in the detector response. In the worst case sce-
nario, the gain in a given region could become so low that it becomes
a “dead spot” on the detector. The traditional approach to char-
acterizing a detector’s response relies on exposing the detector to

a known distribution of electrons or photons—ideally a uniform
spatial distribution of electrons (“flat-fielding”).9,11,13–18 A fast
pulsed, uniform distribution of energetic radiation is technically
challenging to produce and difficult to characterize. The aforemen-
tioned Chandra HRC needs annual gain calibration for in flight
measurements. Unable to produce flat-fields in orbit due to celes-
tial x-ray sources having complex spectra and temporal variability,
the team relies on a high resolution flat-fielded gain correction map
as a basis, which is modified for each epoch by a correction fac-
tor computed by comparing observed and expected count rates
at 21 observation locations.19 In order to develop the initial gain
map for the Chandra HRC, the instrument was transported to the
Smithsonian Astrophysical Observatory where a facility was tailor
made so each segment of the HRC could be uniformly illuminated.20

Here, we present an alternative approach that makes use of
the fact that all single charged particles incident on the detec-
tor carry the same charge regardless of their source or dis-
tribution. This technique takes advantage of centroided single
electron/ion/photon hits21 from any source. The only necessary
condition is hit identification, which requires that hits must be
infrequent or dispersed enough such that overlapping hits are
uncommon.
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II. NEW APPROACH
Our approach follows the following steps (for the single pixel

approach discussed below):

1. We initialize two arrays corresponding to the pixel sensor
array on the camera: a sum array (sum over grayscale val-
ues for the brightest pixels within hits) and a count array
(the number of times a pixel was within a hit).

2. We identify individual hits on the detector by identifying
contiguous pixels that surpass a predetermined threshold
value.

3. Within each hit, we identify the pixel that has the highest
intensity (brightest pixel).

4. (Optional) The brightest pixel value can be assigned to all pix-
els in a rectangle encompassing the hit in order to increase the
speed of the characterization (bounding box approach).

5. We calculate a sum of brightest pixel values (sum array) and
the number of times each pixel was identified as the brightest
pixel (count array).

6. We divide the sum array by the count array to arrive at a raw
sensitivity map.

7. We normalize the sensitivity map by the largest element
(or 99th quantile) for the final result.

As each electron or ion that is incident on the front of the detec-
tor has the same charge and, thus, should ideally generate exactly the
same total charge at the back of the MCPs and the same amount of
light from the phosphor, a measurement of the actual intensity for
each hit can be used to map the gain or sensitivity at each point.
Averaging the intensities measured for a large number of hits can
compensate for the natural statistical fluctuations in gain (which lead
to a finite width of the pulse height distribution) for any given point
on the detector and, thus, produce a map of the position dependent
detector response.

Our approach utilizes a simple centroiding algorithm to locate
each hit on the detector and extract its center, intensity, and

FIG. 1. Illustration of our approach to characterizing the spatial variation of the
detector response. The left large panel shows a single frame from the camera with
several hits (single electrons) on the detector. The middle large panel shows how
we assign a uniform response for the pixels over threshold within each hit, and the
right large panel illustrates the recovered detector response for a test case with
around 5000 hits. The top small inset panels show a single hit and the uniform
response value we assign to the pixels within each hit (within the “bounding-box”).

bounding-box [smallest rectangle enclosing a single hit—bounding-
box (BB)]. The left panel of Fig. 1 shows one image with several well
separated hits of varying intensity and size. We extract the brightest
pixel-value and extend it to the entire hit—i.e., the region enclosed
by the BB. We repeat this for each hit in the image (middle panel)
and then for each image in the measurement until the detector has
been thoroughly populated with hits. The right most panel of Fig. 1
is a partially developed sensitivity map where the colorbar shows the
normalized response (NR).

III. SIMULATION
In order to test our approach, we simulated the reconstruction

of a detector sensitivity map using a Monte Carlo simulation. We
make the following assumptions:

1. All photons and electrons are identical, so any variation in
signal intensity is strictly due to our detector.

2. The response function of the detector changes slowly across
the span of a single hit, and we can describe the signal
we record on the camera, S, at each pixel location (i, j) as
the product of the detector’s response function, R, and the
distribution for each hit, H,

S(i, j) = R(i, j) ×H(i, j). (1)

As shown in the top left panel of Fig. 2, we created a sensitivity
map in the form of the letters SBU with varying sensitivity through-
out the letters. The MCP point spread function has been modeled as
a Gaussian, Lorentzian, and double Gaussian.22–24 For simplicity, we
model the electron cloud footprint as a Gaussian of size (σi and σj),

FIG. 2. Monte Carlo results showcasing the efficacy of our algorithm. The top left
panel shows the applied detector response, the middle panel shows the recovered
response using single pixels, and the top right panel shows the response recov-
ered using the highest pixel response over the entire bounding-box for a given hit.
The white line in the leftmost image is where we took a lineout from each map,
which is shown plotted together in the bottom figure. The red dashed line is the
result of treating a hit as a single pixel and the gray dotted line is extending the
extracted gray-level to the bounding-box (BB) of the hit.
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and height A, (average value with a normal distribution) at different
locations on the grid (i, j) with the center at (i0, j0),

H(i, j) = A exp
⎛

⎝
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2

σ2
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−
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σ2
j

⎞
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. (2)

Each hit is multiplied by the detector’s response function, which
we describe by R(i, j) = βi0j0 + αij[(i − i0) + ( j − j0)], where βi0j0

describes the response at each pixel and αij describes the spatial vari-
ation of the response (i.e., derivative of the response function). A
slow variation of the response function with position corresponds
to αij being small compared to βi0j0 (assumption 2). This is particu-
larly relevant for the bounding box approach described below to be
successful.

The amplitude A serves as our measure of intensity, where the
single brightest pixel within a hit’s bounding-box serves as the height
and center of that event. The signal centered at pixel (i = i0, j = j0)

can be expressed as

S(i0, j0) = R(i0, j0) ×H(i0, j0) = βi0j0 A. (3)

We calculate the average signal, βi0j0 A, for every pixel in order
to create a sensitivity map. From assumption 1 above, we know the
intensity of each hit, A, has the same expected value everywhere,
so the pixel to pixel variation on our map is primarily due to the
channel to channel gain variation on the detector. The NR of the
detector for an imaging pixel (io, jo) is simply

βi0j0 A
βmaxA

= βi0j0/βmax, (4)

where βmax is the largest recorded detector response. Thus, the rela-
tive response of the combined MCP-phosphor detector imaged with
pixel (io, jo) is simply βi0j0/βmax. Figure 2 shows a comparison of
the detector NR analysis when using a single brightest pixel (SBP)
approach (top row, middle panel) vs a bounding-box (BB) approach
(top row, right panel). From the top row of the figure, it can be seen
that both the SBP and BB analyses qualitatively capture the NR of
the sensor. More quantitatively, the bottom panel of Fig. 2 shows a
lineout analysis of the two methods. The bottom panel shows line-
outs of the NR for the original image, the recovered NR based on
Monte-Carlo generated data using the single-pixel approach, and
the recovered NR based on Monte-Carlo generated data using the
BB approach. The only disagreement between the three curves is in
the region of the applied mask where the NR varies rapidly with
position, violating one of the approximations required for the BB
approach to work.

Given the fact that any point on the detector has a finite pulse
height distribution, one needs to have more than one hit per pixel for
the sensitivity map to be a reliable estimator of the detector. Figure 3
shows the root mean square (rms) difference between the recovered
and applied sensitivity maps as a function of the average number of
hits on a given pixel. We ran Monte Carlo simulations for various
numbers of hits and calculated the average hits per pixel to quantify
the accuracy of the method. We note that the rms difference cal-
culation only takes into account pixels that received hits. Figure 3
shows that increasing the average number of hits per pixel greatly
improves the accuracy, which suggests that our sensitivity map is an

FIG. 3. The rms difference between the recovered and programmed sensitivity
maps for different numbers of hits per illuminated pixel (pixels not illuminated are
excluded from the calculation) on a 240 × 240 grid. These are the same simula-
tions as Fig. 2. For 5k, 50k, 500k, and 5000k hits, the sensitivity maps produced
are presented as an inset on the top right with the top row showing the single pixel
values and the bottom row showing the bounding-box values.

asymptotically unbiased estimator. At 10 hits per pixel, the sensi-
tivity map begins to converge to the true response function of the
detector resulting in a faithful reconstruction of our programmed
sensitivity map.

Collecting enough data to satisfy 10 hits per pixel might be
difficult, depending on the source of the hits. If the response on
the detector does not change quickly within the span of a hit
(i.e., αij is small, assumption 2), neighboring pixels (those within
the bounding-box of the Gaussian) can be assigned the same value
as the central pixel, A, leading to the same signal as described by
Eq. (4) for all pixels in the hit, thus a more rapid characterization of
the detector response. The top right panel of Fig. 2 shows the recov-
ered sensitivity map using this method. The bottom panel of Fig. 2
shows a lineout in the gray dotted line of this bounding-box value
compared to the single pixel value and the applied sensitivity map.
The bounding-box value compares well except in the pixel region
around the “S.” In this region, the response changes too quickly for
the algorithm, thus assumption 2 becomes invalid. The bounding-
box value needs a slowly changing response in the span of a hit to
accurately measure the sensitivity at the point. When this condition
is met, which is often the case, the bounding-box and single pixel
values both compare well. Furthermore, we can see from Fig. 3 that
the bounding-box value reaches the same accuracy as the single pixel
value for an average of 10 hits per pixel at only 3 hits per pixel, which
requires many fewer hits.

IV. EXPERIMENT
The beauty of this new characterizing approach is its simplicity:

the only requirements are a source of hits and a camera to record
those hits on the detector. Each particle causes a cascade of elec-
trons from the first MCP, which are further amplified by the second
MCP. The resulting cloud of electrons is accelerated a short dis-
tance where they hit a phosphor screen producing photons on the
opposite side. These photons are imaged by a camera and analyzed
using the approach described above to generate a sensitivity map
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of the combined MCP-phosphor detector. The source of hits and
their distribution does not matter as long as the hits cover the region
of the detector that one is interested in mapping. We demonstrate
the characterization of detector responses generated using extreme
ultraviolet (XUV) photons and electrons for several different detec-
tors and using both traditional frame driven cameras and event
driven cameras.

We performed measurements on a dual stack rectangu-
lar shaped MCP and phosphor screen, used inside an XUV
spectrometer. The detector was located at the Fourier plane of the
XUV spectrometer and could be illuminated by a combination of
XUV photons generated via high harmonic generation25 and dis-
persed by the XUV spectrometer (producing a series of vertical
stripes), or electrons from an ionization gauge located in the same
vacuum chamber. The light from the phosphor screen was mea-
sured with a frame driven camera (ORCA-Flash 4.0, digital CMOS
Camera, C11440-22CU). Comparing sensitivity maps with both
types of sources highlights the fact that the source of the hits does
not matter for recovering a sensitivity map of the detector.

Another series of measurements were performed on a circular
dual stack MCP detector with a P46/P47 phosphor screen, which
is part of a velocity map imaging apparatus. The vacuum chamber
is equipped with a residual gas analyzer, which produced a steady
stream of electrons across the entire detector. We characterized this
detector under three different conditions: (1) using an old worn set
of MCPs and P46 phosphor screen both with significant depletion,
(2) a brand new set of MCPs with P47 phosphor screen, and (3)
the same new set following an incident that caused arcing damage
between the back MCP and phosphor screen.

First, we performed a comparison between the old and new
detectors, (1) and (2), using a frame driven camera. We used a Basler
acA640-750um CMOS camera outfitted with a Fujinon 12.5 mm
f/1.4 lens to measure the old detector and a Navitar 17 mm f/0.95 lens
to measure the new detector. The Basler camera acquires images at
rates up to 1 kHz,21 with integration times between 59 μs and sev-
eral milliseconds. It provides a grayscale value (e.g., a value from
0 to 255 for an 8-bit camera) for each pixel integrated over some

predetermined acquisition time. By comparing sensitivity maps of
these drastically different detectors, we can demonstrate how well
this approach captures the changes in sensitivity of the detectors
over time.

Second, we performed a comparison of the new but damaged
detector (3) using two different cameras. One was the frame driven
Basler with the Navitar lens and the other was an event driven
camera with ns-scale timing resolution, called the TPX3CAM,26,27

equipped with a Navitar 50 mm f/0.95 lens. The camera provides
a time of arrival and time over threshold (ToT) for each pixel over
the array when the signal in the pixel exceeds a predefined threshold.
The ToT values are proportional to the charge detected by pixels and
are digitized with 10 bit precision. Comparing sensitivity maps taken
with the two different kinds of cameras demonstrates that the time
over threshold can be used as a rough proxy for grayscale values.

V. EXPERIMENTAL RESULTS
We started by characterizing the rectangular MCPs in the XUV

spectrometer shown in Fig. 4. This figure highlights the effectiveness
of our approach for very different distributions of incident particles.
The top left panel shows the normalized yield (normalized sum of
all hits) when exposing the detector to electrons from an ionization
gauge, while the bottom left panel shows the normalized yield when
exposing the detector to a combination of these same electrons from
the ionization gauge and the XUV photons from the XUV spectro-
meter. The right panels show the recovered detector response for the
two different sources. Note that while the left panels are very differ-
ent as a result of the XUV photons from the spectrometer having
a very different distribution than the electrons from the ionization
gauge, the right two panels are almost identical, highlighting the
ability of the algorithm to recover the detector response regardless of
how the incident particles are distributed. It is known that the par-
ticle velocity and species influence MCP secondary electron yields,
as well as hit size, which is correlated with the gain of the MCP.28,29

Our algorithm has demonstrated an indifference to whether photons
or electrons are used as a source and the same may be true for ion

FIG. 4. Sensitivity maps of a rectangular dual-stack MCP-phosphor detector (right column) using two different sources of hits with different distributions (left column). The
source for the top row is electrons from an ionization gauge, whereas the bottom row has XUV photons from HHG in addition to the electrons from the ionization gauge. The
detector is imaged with a C11440-22CU ORCA-Flash 4.0, digital CMOS Camera. All sensitivity maps are normalized by the 99th quantile rather than the maximum value to
avoid statistical fluctuations.
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species, although further work is needed to confirm this. In order
to make the comparison, we collected the same number of hits for
each map, working in a regime of equal hits from electrons and XUV
photons.

Next, we considered the characterization of two detectors in a
velocity map imaging apparatus2,12—an old one that has been used
for many years (1) and a new detector (2), as described previously.
These results are presented in Fig. 5, which shows the measured
detector responses as well as the pulse height distributions (PHD).
The black vertical line in the pulse height distribution histograms
indicates where we chose the grayscale value threshold for detecting
hits. This value was chosen to minimize contamination from noisy
pixels while still capturing the majority of all hits. Our old detector
has been bombarded with enough hits near the center such that the
gain is severely depleted, and the light produced from the center of
the phosphor screen does not go above the noise floor of the camera.
This leads to the dead spot in the center, which cannot be solved by
lowering the threshold since this would simply lead to noise from
the camera being mistaken for hits on the detector.

In addition to demonstrating the approach for different sources
of hits, we demonstrate the approach for different cameras. Figure 6
shows the comparison of the sensitivity maps for an event driven
camera (TPX3CAM)30,31 and a frame driven camera (Basler) for the
new but damaged detector (3). Overall, the sensitivity maps gener-
ated by both cameras are quite similar. The damage spots on the
detector due to the arcing, which appear as purple blobs on the edge
of the map, particularly at 1, 5, 6, and 9 o’clock, present an excellent
feature for comparison. The algorithm is able to recover the damage
spots using both camera methods illustrating that a sensitivity map
generated from the time over threshold (ToT) of the event driven
camera is roughly equivalent to the sensitivity map generated from
the grayscale values of the frame driven camera.

This new method is not only able to measure large scale deple-
tion as described in Fig. 5 but also lesser damage due to arcing.
The detector shown in Fig. 6 is actually the same as the new detec-
tor shown in Fig. 5; however, Fig. 6 is shown following an incident
that caused arcing between the back MCP and phosphor screen. We
were able to confirm by direct observation of the MCPs and phos-
phor screen that the location of the damage spots (purple blobs

FIG. 5. Detector response functions (inset) and pulse height distributions for old
and new MCP + phosphor detectors, (1) and (2), in a velocity map imaging appa-
ratus characterized with electrons from a residual gas analyzer. The vertical line
indicates where the threshold value was established for using hits to characterize
the detector.

FIG. 6. Comparison of sensitivity maps generated from frame driven and event
driven cameras for the new but damaged detector (3). The left is data taken with
the TPX3CAM using Time over Threshold (ToT) as a measure of intensity and the
right figure is our Basler camera with traditional grayscale values.

at 1, 5, 6, and 9 o’clock) in the sensitivity map corresponds to real
damage on the detector.

VI. CHANGING SENSITIVITY WITH TIME
The response of any MCP will gradually degrade with contin-

ued use. However, there is also a rapid decrease in sensitivity for
the first hundred or so events detected in a spot, which leads manu-
facturers to recommend a detector burn in Refs. 10, 12, and 32–34.
After initial exposure, this decay levels off.35 We recently replaced
our MCPs, so we had the unique opportunity to apply our technique
to quantify how quickly the response of the MCPs changes and dis-
covered that we could track detector burn in. In Fig. 7, we compare
imaging pixels that captured the same number of hits to demonstrate
how the response changes as a function of usage. For testing pur-
poses, we only used RGA data that, for our apparatus, were biased
toward one side of the detector. After 2 hours at 200 hits per second,
our sensitivity map had a diminished spot that coincided with the
RGA distribution.

FIG. 7. Normalized response as a function of the total number of hits per pixel.
The x axis describes the number of times a pixel has been illuminated, and the y
axis is the average normalized response. Pixels that do not have enough statistics
(less than 10 hits) are not included. The error bars are the standard deviation in
response for pixels, which have detected an equal number of hits.
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VII. CONCLUSION
In conclusion, we have demonstrated a simple and robust

approach to characterizing the spatial variation in sensitivity of
microchannel plate phosphor screen detectors. The approach makes
use of single hits to characterize the position dependent detector
response and works for charged particles as well as photons. The
method works independent of the distribution of the incident parti-
cles and works for both frame driven and event driven cameras that
image the phosphor screen.
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