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Abstract of the Dissertation

Pulse Shape Spectroscopy Meets Covariance: A
Study in Electronic and Nuclear Dynamics in

Molecules

by

Gönenç Moğol

Doctor of Philosophy

in

Physics

Stony Brook University

2024

Time–resolved photoelectron and photoion spectroscopy is an im-
portant method in unearthing coupled dynamics of nuclei and elec-
trons in molecules at ultrafast time scales (∼ 10−15 s). In this
thesis we combine ultrafast pulse shaping with covariance velocity
map imaging technique as a tool to study molecular dynamics. By
studying the correlation between different photoions we can hone
in on specific fragmentation channels of the parent molecule and
uncover the electronic and nuclear dynamics as a function of pulse
shapes.

Concretely, using covariance velocity map imaging we study rich
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fragmentation channels of 1,4–Cyclohexadine under strong field
ionization. The combination of pulse shaping and covariance is
applied to the study of electronic and nuclear dynamics of 1,1,1-
Trifluoroacetone, where we report on the entanglement between
electronic and nuclear degrees of freedom as well as long lasting
electronic coherences during molecular dissociation. Finally, we
demonstrate a new technique to measure the 3D momentum dis-
tribution of photo–electrons for velocity map imaging experiments
that combines all three degrees of freedom in one apparatus.
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Chapter 1

Introduction

1.1 The Audience
Ever since I took the science communication class during my PhD, whenever
I am presenting results, I always find myself asking the question of who the
audience is. That is why I want to start by thinking about the audience of
my thesis. Several different kinds of audiences come to my mind: my thesis
committee, current or future graduate students at Weinacht Lab, undergrad-
uate researchers at Weinacht Lab and other researchers or graduate students
in the field.

I feel the obligation for my thesis to be somewhat accessible to a senior under-
graduate students. I aimed this chapter and the introductory sections in each
chapter to be pedagogical. While the details in subsequent sections could be
beyond the knowledge of a senior undergraduate student, I hope that they can
still understand the main ideas and approaches.

As any graduate student in a lab can attest, previous PhD theses play a big
role from understanding the experimental apparatus, to the logic behind data
analysis codes, to general guidance and inspiration for future experiments. In
a way PhD theses are the institutional memory of a lab, a written summary
of how the experiment and our thinking has evolved. In order to cater to this
audience, I chose to write about somewhat mundane day–to–day operation of
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the experimental apparatus, as well as detailed view of how I came to under-
stand and think about my measurements.

Lastly, and most importantly, my thesis committee is an1 audience of this
thesis. I came into AMO physics from a very different background and I
carry many perspectives and ways of thinking from pen–and–paper theoretical
physics. These thoughts and perspectives are sprinkled throughout my thesis.
I hope they can help bridge the chasm between different fields of physics.

1.2 Orders of Magnitude
“[Since Einstein broke everything], we’ve got [physics] all worked
out, except for small stuff, big stuff, hot stuff, cold stuff, fast
stuff, heavy stuff, dark stuff, turbulence, and the concept of time.”

– Zach Weinersmith excerpt from “Science: Abridged Beyond the
Point of Usefulness” (emphasis added). Printed with permission
from Zach Weinersmith.

In this thesis we study certain ultrafast dynamics of molecular systems upon
photo–excitation. To do so we make use of various technologies like femtosec-
ond lasers and ultra–high vacuum equipment. While it is easy to understand
mathematically what it means to be 10−15 seconds or 10−13 atmospheric pres-
sure and work fluently with such quantities, humans often find it hard to
conceptualize such quantities very far away from everyday scales (see [1] and
references therein). One’s everyday experience only helps us understand quan-
tities like 3 minutes or 2 atm.

The bare (i.e. without prefixes) SI units lie at the center of quantities we might
engage in everyday life2. We could buy 1 kg of tomatoes, weigh 70 kg and take
pain medication that has 100s of milligrams of active substances. In everyday
life, we intuit and work within about 3–5 orders of magnitudes. While one can

1Maybe even the audience
2The universal system of units was introduced to facilitate commercial activity and is

thus, intrinsically linked to human scales.
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easily answer the question of how many tomatoes weight about a kilogram,
one necessarily resorts to mathematics, if the same question is asked for a
thousand kilograms of tomatoes. In science and particularly in physics, we are
so used to working at such extra–humanly scales that we forget how far we
have extended our intuition through mathematics. In this section, I attempt
to center the human scale as the scale we can intuit and attempt to bring some
context into the orders of magnitude mentioned throughout this thesis.

The most famous unit in ultrafast science must be, femtoseconds (10−15 sec-
onds). This time scale appears in the electromagnetic spectrum, e.g. the
oscillatory period of a 800 nm light wave is about 3 fs but also in the dynam-
ics of one of the fastest oscillations in molecules: The vibrational period of
H2 molecule is about 8 fs. While these are scientific ways of understanding
femtoseconds, they don’t bring about an intuitive picture because we try to
explain this scale using another scale humans have no access to. In other
words, humans do not perceive vibrations of hydrogen atoms or single oscilla-
tions of electromagnetic fields, so explaining femtoseconds using these terms do
not evoke an emotionally intuitive response. To bring about such a response,
we need to bring these concepts down to human scales. Of course, this might
be a lost cause because humans only ever deal with 3–5 orders of magnitude,
let alone 15. Yet, we can attempt to center the point of comparison in human
scales, say minutes rather than abstract concepts like hydrogen vibrations.

If we compared a second to femtoseconds, the difference in scale is 1 × 1015.
We can try to bring the femtosecond scale to human scales by means of an
analogy in which we “equate” 1 femtosecond with 1 second. One can then pose
the question if 60 femtoseconds were a minute, how long would a minute be?
In other words, how long is 1015 minutes? The mathematics comes about to
be the 1/7th of the age of the universe, which is about 7× 1015 minutes.

60 femtosecond ' 1 minute =⇒ 1 minute ' 0.14× Age of the Universe

This analogy elucidates how a ridiculously short time scale a femtosecond is.
We all understand what a short period of time a minute is, even in our daily
lives, let alone comparaed to the age of the universe.
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In day to day experimental work, we care about the pressure inside the vacuum
chamber, which regulates how many molecules are found in the laser focus.
In all of our experiments, molecules are introduced into a vacuum chamber,
which has a background pressure about 5× 10−13 atmospheric pressures. It is
an interesting question to ask how empty the vacuum chamber is. An intuitive
insight into this question can be gained by thinking about the mean free path
of hydrogen molecule as a proxy for pressure. The pressure P and the mean
free path ¯̀free , of course has a reciprocal relationship: P ∼ 1/¯̀free.

We could then make the analogy from mean free path to mean free path of
“humans” i.e. approximately how close to another person a person might feel
in a crowded space. In a tightly packed subway the mean free path of humans
is probably around 10 centimeters. If we thought of this tightly packed sub-
way as equivalent to atmospheric pressure, then the vacuum in the vacuum
chamber would correspond to having one human every 10× 1013 centimeters,
which is approximately the 1/3rd of the size of the solar system. Comparing a
packed subway to having a few humans in the entire solar system illustrates,
how really empty the vacuum chamber is.

Bringing large numbers to human scales can be a useful lens not only in sciences
but also in everyday discussion of current affairs, which often involve orders
of magnitude much larger or smaller than we can intuitively grasp. Almost all
of this century’s pressing issues from the impending climate catastrophe, to
unnecessary death and destruction in wars3, to wealth inequality4 requires us
to grasp orders of magnitudes much larger than we can perceive [2–5].

1.3 Motivation
I feel extremely privileged to be able to spend many years studying the in-
teraction of light and molecules at insanely short time scales described in the
previous section. I did not spend these years with the intention of producing

3A person’s entire family (including distant relatives) might be about 30 people, so killing
of e.g. 40,000 people amounts to wiping out of about 1,300 entire families.

4A million seconds is about 11.5 days, whereas a billion seconds is over 31 years! As of
this writing, the author is yet to live a billion seconds.
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new industrially applicable photo–harvesting technologies or with the intention
of “bettering” the society through some novel innovation, though both might
be natural consequences. Throughout my PhD, I motivated myself with the
awe I have for the way the nature functions and the way we try to understand
it. This is the motivation, why I engaged in physics, and consequently it is the
motivation for this thesis. In what follows I try give a glimpse of this awe to
the reader.

Ultrafast molecular reactions are everywhere and happen all the time. Right
now, as the reader is reading these words, there is an ultrafast isomerization
reaction happening in their eyes that let’s them see these words. The focused
light in their retina interacts with the rhodopsin molecule that undergoes an
ultrafast isomerization [6–8] that ultimately results in a neuralogical signal
and vision. This transformation is a beautiful example of how an ultrafast
physical reaction leads to chemical and bio–chemical reactions that ultimately
underlies one of the most important senses of visually–abeled people.

If the reader happens to be reading this thesis outdoors on a sunny day, there
are more ultrafast reactions than meets the eye5. The ultraviolet radiation
from the sun, which is energetic enough to break molecular bonds, is being
absorbed by reader’s DNA and RNA. Without any mechanism to dissipate
that energy, these crucial molecules would break apart and life as we know
it would not be possible. Ultrafast science has uncovered that UV excited
nucleo–bases go through a conical intersection [9–12], which is a type of non–
adiabatic interaction of nuclei and electrons. This conical intersection allows
for nucleo–bases to dissipate the electronic energy into harmless nuclear mo-
tion, thereby preventing disassociation.

In this thesis we are primarily concerned with a type of ultrafast process,
namely coherence between two electronic states of the molecule i.e. superpo-
sition of electronic states with well defined phase relationship. How electronic
coherences effect photo–induced dynamics in molecules remains an active re-
search area [13–21] and will be explored further in this thesis.

5The pun is intended.
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1.4 Skeleton of the Thesis
In chapter 2 we give details about the entire experimental apparatus. In par-
ticular, we explain how we broaden the initial 30 fs pulses to support ∼7 fs
pulses as well as the subsequent shaping and compression of these pulses using
an acousto–optic pulse shaper. We discuss the vacuum system and the changes
made to it in order to simplify and streamline the use of the sample delivery
system. Subsequently, we discuss the velocity map imaging detector and the
timepix camera, which is used to record the 3D velocity of ions.

While recording complete momentum information for ions is rather straight-
forward, 3D momentum information for electrons require a more involved ap-
proach. In chapter 3 we propose an approach to achieve this goal and demon-
strate the experimental setup. We explain the data analysis steps used and
compare our method to previously existing ones.

In chapter 4 we briefly dive into the probability theory that underlies all of
our experimental measurements. We describe the covariance technique, which
is a statistical tool that captures correlations of different fragment ions. We
then compare this technique to the coincidence technique. Subsequently, we
apply the covariance technique in the example of an organic molecule 1,4–
Cyclohexadine and discuss its various fragmentation channels under strong
field ionization.

In the fifth chapter we combine the covariance technique with the pulse shap-
ing technique in order to study the relationship between nuclear and electronic
degrees of freedom in the example of 1,1,1-Trifluoroacetone. We provide the
evidence that supports our interpretation that long lasting electronic coher-
ences are present even in the presence of large nuclear motion.
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Chapter 2

Experimental Design

2.1 Introduction
Understanding the dynamics of molecular system played an important role in
chemistry, biology and environmental sciences. Probing the underlying physics
of molecules by experimental means however poses several technical difficulties.
How does one excite the molecule? How does one detect individual fragments?
What kind of vacuum apparatus is needed? In this chapter we outline the ex-
perimental techniques that were used to achieve the goal of teasing out what
molecules do and why they do it when they interact with light.

As briefly discussed in section 1.2 the relevant time scale for molecular dy-
namics ranges from a fraction of femtoseconds to hundreds of femtoseconds.
Therefore, in order to be able to probe a broad range of molecular dynamics,
we need to have a time resolution of order several femtoseconds. This allows
us to be in the impulsive regime for excitation i.e. the duration of the laser
excitation is shorter than the dynamics we are seeking to understand. Further-
more, by making use of phase locked pulses and controlling the relative phase
and delay of the two pulses, we can even access time scales shorter than the
pulse duration. Commercial amplified laser systems can produce laser pulses
with 30 fs FWHM pulse duration. In order to decrease the pulse duration
from 30 fs to 7 fs, we need to broaden the spectrum of the laser pulses, which
is achieved with a stretched hollow–core fiber. Lastly, we want to track the
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dynamics of the molecules, which can be achieved with a pump–probe exper-
iment. In this experiment, we create two laser pulses that are separated by a
given delay. The first laser pulse (pump pulse) excites the molecule and starts
the dynamics and the second one (probe pulse) probes the dynamics by ion-
izing the molecule. The subsequent fragments from the ionization encode the
evolution of the excited molecule. By changing the delay between the pump
pulse and the prope pulse or more generally, by changing the pulse shapes,
we can utilize particular pulse shapes to capture the dynamics of molecules as
they are unfolding.

The interaction between the shaped laser light and the molecule takes place in
a vacuum chamber. Any background gas present in the vacuum chamber (e.g.
nitrogen, oxygen, water vapor) makes it more difficult to study the molecule
we are interested in. To that end, the vacuum system is equipped to go down
to mid–high 10−10 Torr. This allows us to work with a broad range of samples
that have different vapor pressures, as well as mitigate any confusion that a
particular signal might be coming from a background gas. Perhaps most im-
portantly, in these pressure regimes only a few molecules are in the laser focus
allowing for the excitation of order few molecules with each laser shot.

Once the interaction has taken place, we need to record the resulting ions
or electrons. While the total yield of electrons and ions have been used to
study molecular dynamics for decades, one gains a much deeper insight into
dynamics, if one records the momentum resolved yield of each fragment1. This
is achieved by the velocity map imaging apparatus, which maps the velocity
of fragments onto a position sensitive detector. However, individual electron
or ion hits are very difficult to measure without further amplification. As
an order of magnitude estimate, suppose that a single electron hit produces
a signal with 1ns duration. This signal would correspond to a current of
1.6 × 10−19 C/10−9 s ≈ 1.6 × 10−10A. Such small currents are very difficult
to measure, which is why we amplify this signal using micro–channel plates
(MCPs). MCPs are position sensitive detectors that amplifies the single elec-
tron/ion signal, while preserving the charged particles initial position on the

1For example, using momentum information we can differentiate between different dis-
sociation channels and study them in isolation.
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detector. The stack of MCPs we make us of in this thesis has a total gain
of about 106, bringing the total current to be about 0.16mA, which is easily
detectable. Finally, the amplified current of electrons hits a phosphor screen
and create a bright spot on the phosphor screen, i.e. produces a “hit”. This
hit is then recorded by the Timepix camera.

2.2 Laser Light Generation

2.2.1 Oscillator/Amplifier System

Figure 2.1: Picture of the oscillator with its important parts annotated

The initial ultrafast light is generated by a commercial Titanium:Sapphire
(Ti:Sa) oscillator system from KM Labs, which makes use of Kerr–lens mode-
locking . The Ti:Sa crystal is pumped with 532nm laser from Coherent (Verdi-
V5) and it is operated at 3.5W pump power. The oscillator produces laser
pulses that are sub 20 fs pulses at 88MHz repetition rate and has an average
power output of 350mW, which has a day to day variation of at most 10%.
The pulse energy of pulses out of the oscillator is about 4nJ.

Before every day of an experiment, the spectrum of the oscillator and its
power output are measured and compared to previous such measurements. If
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the output power falls below 300mW or the spectrum deviates significantly
from previous measurements, every optic in the oscillator is cleaned and if
necessary, realigned to match the previous performance. In Figure 2.2 we
present a typical spectrum of the oscillator, which is centered at 780 nm and
has an optical bandwidth of 30nm.

Figure 2.2: Spectrum of the oscillator system (left) and amplifier system (right)

The peak power of the pulses out of the oscillator is not suitable for strong field
ionization experiments. Therefore, the initial oscillator pulses are amplified by
a commercial amplifier system from KM Labs using chirped pulse amplifica-
tion. The sub 20 fs pulses out of the oscillator cannot be amplified directly as
the amplified intensity would be too high leading to nonlinear phase accumu-
lation, damaging the gain medium. This is why the pulses are first stretched
to hundreds of picoseconds in the stretcher using a pair of diffraction gratings.

Due to the difficulty in engineering pump lasers that operate at high pulse
energies and high repetition rates, 88MHz laser repetition rate is lowered to
1 kHz using a Pockels cell. The Pockels cell changes the polarization of the
laser pulses at 1kHz rate and is situated between two crossed polarizers so
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Figure 2.3: Pictures from the amplifier with main components labeled

that the vast majority of the pulses don’t make it through the Pockels cell–
polorizer set-up. The remaining pulses are then amplified by a 12-pass ring
cavity. Subsequently amplified pulses are compressed again using a compres-
sor that cancels the stretcher’s chirp on the pulses. The resulting amplified
laser pulses have up to 1.1mJ of pulse energy at 1 kHz repetition rate.

2.2.2 Broadening in Hollow Core Fiber

The light generated by the oscillator/amplfier system is broadened in a stretched
hollow–core fiber filled with argon using self–phase modulation, which we
briefly discuss below [22–25].

The electric field out of the amplifier has the form

E(t) = E0(t)e
iφ(t) + c.c. , (2.1)

where E0(t) is the envelope function, assumed to be approximately Gaussian
in profile and φ(t) is the instantaneous phase. In free space we can write
φ(t) = ω0t− kz with ω0 the optical frequency and k the optical wavenumber.
When the light is incident on a medium, the polarization vector in this medium
can be described in Taylor Series:
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P = ε0χE = ε0

(
χ1E + χ2E

2 + χ3E
3 + · · ·

)
, (2.2)

In general, χk is a k–tensor but for spherically symmetric media, such as
noble gasses, the k–tensor χk takes diagonal form and can be described by one
scalar for each order k. By center of inversion inversion symmetry r→ −r the
polarization vector and electric field vector transform as real vectors P→ −P,
E → −E. Thus, we can see that χ2 must be zero for a medium that has
this symmetry such as spherically symmetric noble gasses. Truncating the
Equation 2.2 at third order, we get:

P = ε0

(
χ1 +

3

4
χ3E

2

)
E = ε0

(
χ1 +

3

4
χ3I

)
E =: ε0χ(I)E , (2.3)

where we have defined the intensity dependent susceptibility χ(I) as the term
in the parenthesis. The factor of 3/4 is a consequence of the trigonometric
identity we used to factor out cos(ω0t) term in E: cos3(ω0t) = 3/4 cos(ω0t) +
1/4 cos(3ω0t). Further, we ignored the third harmonic term cos(3ω0t).

The refractive index is then given by:

n =
√

1 + χ =

√
1 + χ1 +

3

4
χ3I ≈

√
1 + χ1 +

3χ3

8
√

1 + χ1

I , (2.4)

where we have Taylor expanded as χ3 � (1 + χ1). Using the definition of the
linear susceptibility n0 =

√
1 + χ1, we can write this equation as:

n = n0 +
3χ3

8n0

I =: n0 + n2I (2.5)

We can thus see that the instantaneous angular frequency depends on the
intensity. For the phase of the light at the end of the non-linear medium of
length L we have:

φ(t) = ω0t− kL = ω0

(
t− nL

c

)
= ω0

(
t− n(I)L

c

)
(2.6)

Note that the index of refraction is a function of the intensity and so is the
acquired phase. This is the mechanism that produces new colors of light in
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the hollow–core fiber:

ω(t) =
dφ

dt
= ω0

(
1− n2L

c
· dI

dt

)
(2.7)

Since the laser is pulsed, the intensity I is a function of time and has a Gaus-
sian profile. As the laser pulse is traversing through the non-linear medium
the electric field turns on and off, generating new colors through self–phase
modulation. In Figure 2.4 we plot a typical output spectrum of the fiber.

Figure 2.4: Hollow core fiber output spectrum

In our experiment we make use of a 2.1m hollow-core fiber with inner diame-
ter of 450µm and fill the fiber with ultra–high purity argon (>99.999 %) [25].
Both ends of the fiber are mounted on a custom–made 1 inch disks that are
hold in place by mirror mounts. The mounting disks screw into a bellow as-
sembly that creates a vacuum–tight and movable seal. The mirror mounts are
mounted on translation stages so that the entrance of the fiber has 4 degrees
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of freedom (x, y, pitch, yaw) and the end of the fiber has 5 degrees of freedom
(x, y, z, pitch, yaw). The degree of freedom along the z axis allows us to stretch
the fiber, therefore increasing the efficiency of transmission (cf. Figure 2.5).

Figure 2.5: Pictures from the entrance and exit of the hollow–core fiber with
important components labeled

The incident beam needs to be coupled into the fiber in an efficient manner.
When the light is freely propagating in air, it is closely approximated by trans-
verse electromagnetic mode TEM00. However, inside the fiber, the boundary
conditions force the electric field to be described by Bessel modes. Therefore,
we match the TEM00 mode of the free space beam to the lowest order Bessel
beam mode of the fiber, as the lowest order Bessel beam mode is the mode
that has the highest transmission efficiency [26]. In [26] this mode matching
calculation is carried out and the result for the optimal coupling efficiency is
given by w0 ≈ 0.644a, where w0 is the waist2 radius of the incident beam
and the quantity a is the inner radius of the hollow core fiber. In our case,

2There are many definitions of a “waist” of a Gaussian beam. Throughout this thesis
we define the waist to be the radial distance at which the intensity is fallen by 1/e2 or
equivalently the electric field is fallen by 1/e.
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the optimal waist radius is 145µm and we focus the light into the SHCF so
that the resulting waist radius is 135 µm, closely matching the optimal value
of 145 µm.

In Figure 2.6 we plot the coupling efficiency of a 450µm inner diameter hol-
low core fiber as a function of the waist size. The incident beam waist radius
is changed by inserting lenses of different focal lengths. The resulting beam
radius was measured using the knife–edge method, where a knife edge was in-
serted systematically at various places so that the beam is partially occluded
by the knife edge. The resulting intensity at each insertion depth is measured
and follows erf function i.e. the integral of a Gaussian. By fitting the mea-
surements to the erf function the beam waist can be accurately inferred.

Figure 2.6: Measured coupling efficiency of Helium–Neon laser into a hollow
core fiber of inner diameter 450µm as a function of incident beam waist diam-
eter

Making sure that we excite the lowest Bessel mode in the fiber is of paramount
importance for two reasons. The first one is that higher order Bessel modes
do not propagate within the hollow–core fiber efficiently. Second, higher order
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modes are “speckled” i.e. have many minima and maxima within the mode.
Such a “speckled” mode is not suitable for the experimental measurements that
we want to carry out. In order to excite the lowest Bessel mode, we follow a
simple algorithm for the initial alignment of the laser through the hollow–core
fiber.

We first align the light without the fiber setup through two irises that mark
the position of the fiber and mark the exit position of the light with a third
iris. We then install the fiber setup and bring the fiber entrance and exit to
the position of the previously aligned light. This method also minimizes the
chance that the entrance of the fiber is damaged as most of the light is trans-
mitted through the fiber during the initial alignment.

Once the light makes it through the entirety of the fiber, one needs to opti-
mize the transmission efficiency as well as the optimize the output mode of
the fiber. The x, y degrees of freedom of the entrance controls the coupling
efficiency, and therefore they are the first degrees of freedom that need to be
adjusted. The pitch and the yaw of the entrance also controls the transmission
efficiency but to a lesser extent. These degrees of freedom are however very
important in getting a clean mode out of the fiber, alongside with the pitch
and the yaw of the fiber exit. The x, y degrees of freedom at the exit generally
control the exit position of the light and usually don’t need to be adjusted,
especially if the initial alignment procedure we outlined in the previous para-
graph is followed. While the rough alignment of the fiber can be achieved
systematically using the above protocol, there is unfortunately no algorithm
for the fine alignment. The best positions for each degree of freedom and the
intuition of which degree of freedom needs to be adjusted is gained through
repeated alignment of the fiber assembly3. That being said, in Appendix A
we depict how each degree of freedom affect the output mode of the fiber, if
they are slightly misaligned from the optimal position.

For day to day operation, the fiber mounts are stable enough so that generally
3The reader might be wondering, how one can achieve a goal without being able to

articulate how that goal is achieved. The example of the chicken–sexer, who are people
trained in identifying the sex of a chicken, despite not being able to articulate how they do
it [27], is an analogous example and is discussed in philosophy texts often.
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no alignment of the fiber is needed. We characterize the output of the hollow–
core fiber by its transmission efficiency and by the output spectrum. The
typical end to end efficiency of the fiber is about 65%, which includes losses at
the entrance and exit windows (∼ 16%) and two silver turning mirrors (∼ 8%).
The gas pressure inside the hollow core fiber assembly is adjusted to match
the spectrum depicted in Figure 2.4. The resulting argon pressure inside the
fiber is usually around 600 ± 50 Torr. While the fiber assembly can hold the
argon pressure for multiple days, air leaks in very slowly, and thus distorting
the output spectrum. If the spectrum cannot be reproduced, we vacuum out
the fiber and re-fill it with argon, which usually recovers the desired spectrum.

2.2.3 Pulse Shaper

We use the pulse shaper discussed in [25] to compress the broad bandwidth
light that was generated in a hollow core fiber as well as for shaping the com-
pressed pulses for experiments. The pulse shaper allows us to have extensive
control over the pulses [28–32]. For the experiments presented in this thesis
we have used the pulse shaper to create two pulses with given delay, relative
intensity as well as relative phase between the two pulses. We further use
the pulse shaper to characterize the temporal shape of the pulses we generate
through dispersion scans (DSCAN) [25, 33–37] and through second harmonic
generation co–linear frequency resolved optical gating (CFROG) [38–40] .

The main idea of the pulse shaper is to shape the initial laser pulse E(t) in
the frequency domain by adjusting the intensity and phase of each individual
frequency with an acousto–optic modulator (AOM). Schematically we need to
perform the following operations:

E(t)
F−→ E(ω)

×M−→M(ω)E(ω) =: Ê(ω)
F−1

−→ Ê(t) , (2.8)

where M(ω) is the mask we put on the initial electric field to generate the
shaped pulses and F indicates Fourier transformation, in the sense that each
frequency is mapped to a position on the AOM crystal.

As a concrete example, a mask of the form M(ω) = 1 + eiωτ creates two pulses
of equal amplitude, that are delayed by a delay τ as seen by Fourier shift
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theorem:

F−1
( (

1 + eiωτ
)
E(ω)

)
= E(t) + E(t+ τ) (2.9)

Each of the operations in Equation 2.8 correspond to optical elements we use
in our experimental setup (see Figure 2.7). First, the light entering the pulse
shaper is diffracted by an optical grating. This grating maps frequency into
angle, as understood by the diffraction equation:

nλ = d sin(θ) , (2.10)

where n is the diffraction order, λ the wavelength, d the spacing of the diffrac-
tion grating and θ is the diffraction angle. This angle is then mapped to a
position by a curve mirror in 2f configuration. This grating and curved mir-
ror configuration corresponds to the first step in Equation 2.8. At the focal
position of this curved mirror is the acousto-optic modulator that writes the
mask M(ω). Finally, all of the colors are put back together with a curved
mirror–grating setup in the identical but inverted order.

Figure 2.7: Schematic experimental setup of the pulse shaper
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On a daily basis, we use the pulse shaper to compress and characterize pulses
we generate. The characterization starts with pulse shaper assisted DSCANs.
Traditionally, DSCANs are performed by scanning the second order dispersion
with a pair of glass wedges [33–35], where the amount of glass inserted directly
corresponds to the amount of second order dispersion added. Since we have
extensive control of the laser light using the pulse shaper, instead of inserting
glass, we can directly control the second and higher order phases, for which
we write a mask of the form

M(ω) = exp

{
i

[
β2
2

(ω − ω0)
2 +

β3
3!

(ω − ω0)
3 +

β4
4!

(ω − ω0)
4

]}
. (2.11)

We scan the second order phase β2 in order to perform pulse shaper assisted
DSCANs, analogous to insertion of glass in the original DSCAN techniques.
The third and forth order phases β3 and β4 are adjusted based on the DSCANs
in order to optimize the pulse duration. However, during the scan itself these
higher order phases are held constant. The shaped laser light is then focused
onto a BBO crystal to generate the non–linear second harmonic signal as in
the original DSCAN technique [33, 34]. We filter out the residual fundamen-
tal with a polarizer as the fundamental and the second harmonic signal have
orthogonal polarization. Subsequently, we record the second harmonic sig-
nal with a spectrometer. The obtained scan is then reconstructed [36, 37] to
yield the phase relationship of each frequency with respect to each other (see
Figure 2.8). The algorithm also provides the phase needed to be written for
each frequency in order to yield a compressed pulse. This excess phase is pro-
grammed back into the pulse shaper [41] and if needed, we adjust the third
and forth order phase in order to yield a compressed pulse.

At the end of this iterative process, we perform a pulse shaper assisted CFROG
[38–40] to confirm the temporal profile of the reconstructed pulse. For this step
we generate two pulses with the pulse shaper and scan the delay between them.
Both of the pulses are incident on a second harmonic crystal that generates the
doubled frequency, which provides the non–linearity to determine the phase re-
lationship of each color. We subsequently filter out the fundamental spectrum
with a polarizer and record the remaining spectrally–resolved second harmonic
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signal with a spectrometer. From this spectrally resolved autocorrelation sig-
nal, one can reconstruct the pulse shape and duration [40], which is crucial to
the experiments performed in this thesis.

Figure 2.8: Sample DSCAN reconstruction of a 7 fs pulse

After compressing the pulse, we write an additional mask to perform the ex-
periments. We are generally interested in time–resolved dynamics of molecules
and investigating contributions of electronic and nuclear degrees of freedom.
Thus, we make use the following mask in all of our experiments, which gener-
ates a double pulse with given delay and relative phase between the pulses:

M(ω) = Atot

(
1 + Arel exp

(
i τ(ω − ωL) + iφrel

))
, (2.12)

where Atot controls the overall amplitude of both pulses, Arel the relative am-
plitude, φrel the relative phase and τ the relative delay between the two pulses.
The quantity ωL is the locking frequency and is the frequency for which the
electric field interferes constructively for all delays. In chapter 5 we go into
more detail about how these parameters are related to dynamics of molecules
but in order to whet the appetite of the reader, we remark that delay scans
with different locking frequencies informs us of nuclear dynamics while phase
scans at fixed delays tells the story of electronic dynamics.
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2.3 Vacuum Chamber & Detector

Figure 2.9: Schematic diagram of the vacuum apparatus before the reconfigu-
ration

The vacuum apparatus consists of two chambers (see Figure 2.9): the science
chamber and the sample chamber. The sample is introduced into the sam-
ple chamber through a needle valve that is connected to a nozzle of diameter
50µm. The sample and science chamber are differentially pumped and are
connected by a skimmer of diameter 150µm. A diffusion pump pumps on
the sample chamber, while a turbo pump pumps on the science chamber (see
Figure 2.9). The laser light is introduced into the reaction chamber through
a UV fused silica window of thickness 2mm and focused with a spherical sil-
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ver mirror which has a focal length of 5 cm. This tight focus allows us to
generate very intense electric fields that are required to perform strong field
measurements. Furthermore, tighter focusing has the advantage that only a
few molecules find themselves within the focal volume and thus, are excited
and probed.

The background pressure in the science chamber is around 5× 10−10 Torr and
during operation with a sample, the pressure is adjusted so that a desired
count rate of resulting ions are reached. This is done for the optimal use of
statistical tools outlined in chapter 4. When sample is introduced, typically
the pressure in the science chamber is on the order of high 10−9 Torr to mid
10−8 Torr, which is measured by a residual gas analyzer. The final pressure
is adjusted through two valves: the aforementioned needle valve and the gate
valve that controls the conductance of the diffusion pump, and consequently
the effective pumping speed. The needle valve provides control over the long
term pressure, whereas the gate valve is very fast acting and used to adjust the
pressure quickly. Before performing an experiment we stabilize the pressure in
the science chamber to a pressure usually in the mid 10−8 Torr, which usually
takes about an hour4. The pressure is then adjusted up or down from this
stable pressure with the gate valve so that a desired count rate is reached.
Due to the initial time it takes to stabilize the pressure, the introduction of
sample in the vacuum chamber is the first step of a day of measurement. While
the pressure settles, we start aligning and characterizing the light source as
discussed in section 2.2.

All of the samples in this thesis are either in gas or liquid form with high enough
vapor pressure to perform the experiment. If we are using a gas sample, the
tubing to the gas tank is pumped out with a roughing pump through a bypass
valve so that virtually no air is introduced into the sample chamber. If the
sample is a liquid one, we perform freeze pumping in which the sample is frozen
from outside with liquid nitrogen and then the sample holder is pumped out
with the same roughing pump. Once the roughing pressure falls to baseline
values, all of the valves are closed and the sample is brought back up to room
temperature. While the sample is warming up to room temperature, it is very

4Improvements outlined in subsection 2.3.1 remedy this “inconvenience”.
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important not to introduce it into the vacuum chamber before it equilibrates
to room temperature. This is because the vapor pressure of the sample is lower
when it is colder and it depends very strongly on the temperature of the liquid.
Thus, introducing the sample before it equilibrates to room temperature might
result in unwanted pressure spikes that are hard to control and in extreme cases
might damage sensitive experimental apparatus.

2.3.1 Reconfiguration of the Vacuum Chamber

There were two drawbacks to the vacuum chamber that were discussed in the
previous section: the use of the diffusion pump and the long time needed
before pressure in the science chamber reaches an equilibrium. Most of the
experiments in this thesis were performed with the previous configuration, and
the reconfiguration does not change the main goal or function of the vacuum
chamber. It makes it more robust and easier to use.

Diffusion pumps are phenomenal in terms of their pumping speed and low
cost. They can also be maintained in house, unlike turbo pumps as there are
no moving parts. The main drawback of diffusion pumps is their potential-
ity for catastrophic failure. Diffusion pumps work similar to Italian stovetop
espresso pots (Moka pot) in the sense that an oil is heated up at the bot-
tom of the pump and then sprayed downwards [42]. Molecules that are hit
by the downward spraying oil get a momentum in downward direction, and
are subsequently pumped out by the roughing pump. A problem arises, when
the roughing line pressure rises due to a failure of the roughing line. At high
roughing line pressures, the oil reserve at the bottom of the diffusion pump
back streams into the chamber, severely contaminating the vacuum chamber.
On June 30, 2023 such a failure occurred, which prompted the reconfiguration
of the vacuum chamber.

Since this failure, we have replaced the diffusion pump with a turbo pump as
we were not making use of the high pumping speeds of the diffusion pump and
therefore wanted to avoid any future such catastrophic failures. Furthermore,
the sample manifold and sample delivery was simplified to achieve faster pres-
sure equilibrium in the science chamber. In order to achieve this, we removed
the 50µm nozzle and reconfigured the rest of the sample delivery manifold to
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Figure 2.10: Picture of the vacuum apparatus before the reconfiguration (left)
and the sample manifold after the reconfiguration (right)

accommodate this change. Currently, sample directly streams from the sam-
ple holder through a needle valve into the sample chamber, instead of going
through a small opening of the nozzle. This change has achieved a near in-
stantaneous control of the pressure in the science chamber, which allows for
a very precise control of the pressure. With this change, the pressure in the
science chamber equilibrates in about 10 minutes instead of an hour.

In Appendix B we detail the recovery from the diffusion pump failure because
the methods we employed to decontaminate an ultra high vacuum chamber
from diffusion pump oil could be useful for any experimentalist that works
with diffusion pumps.
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2.3.2 Velocity Map Imaging Apparatus

We use a velocity map imaging (VMI) apparatus to record the momenta of
ions and electrons we generate via photoionization. The idea behind VMI is
to create spatially varying electric fields so that the momentum of the charged
particle in the center of the detector is mapped to a position on a phosphor
screen, independent of the initial position of the ion [43].

Figure 2.11: Schematic of velocity map imaging apparatus. Created by the
author for publication in [126].

In Figure 2.11 we depict the schematics of the VMI apparatus. The laser light
is focused at the center of the VMI plates using a 5 cm focal length silver mir-
ror. The charged particles generated by photoionization are then extracted by
three VMI plates that are set to voltages of 2400V/1800V/0V for recording
ion momenta. The signal of one charged particle is then amplified by a stack
of two micro–channel plates (MCP), each with a gain of around a thousand,
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resulting in a total gain of about a million. The amplified signal is then con-
verted to light with P47 phosphor screen and these hits on the phosphor screen
are recorded by the timepix camera.

The VMI method as we discussed allows one to record the projection of the
3D momentum cloud (px, py, pz) of charged particles onto the 2D surface of
the phosphor screen (x, y). Assuming cylindrical symmetry, one can then
construct the 3D momentum using Abel inversion [44, 45]. Mathematically,
Abel inversion assumes a continuous and cylindrically symmetric function. In
our case this function is given by the recorded VMI image. Satisfying both
of these assumptions for VMI images come with certain drawbacks. Since
each ion/electron hit is discrete, and the continuous VMI image is constructed
through repeated measurement, satisfying the continuity assumption requires
long data acquisition times. Similarly, the requirement of cylindrical symmetry
limits the kinds of experiments one can perform. In particular, the cylindri-
cal symmetry precludes the use of elliptically polarized light as this breaks
the cylindrical symmetry [46]. For all these reasons, it is better to measure
3D momentum of charged particles directly, rather then reconstructing it in
post–processing. We discuss the method of recording 3D ion momentum in
subsection 2.3.3 and leave the measurement of 3D electron momentum for
chapter 3 as this is a more involved setup both experimentally and from the
data analysis point of view.

2.3.3 Timepix Camera and 3D Ion Momenta

Traditionally, cameras work by recording frames i.e. an integral of light on a
sensor for a given duration, usually by using a shutter that exposes the light
sensitive detector. While commercially available cameras can have integration
times as low as several microseconds, this time resolution is not sufficient to
record the momentum of ions in the z–direction, without utilizing further ex-
perimental apparatus as the time of flight spread of ions is of the order 100 ns.
The timepix camera on the other hand is an event–based camera, which means
that it records individual hits (“events”), instead of an integral over a certain
period. It can record the timing of these events with 1.56ns time resolution
and thus 3D momentum of charged particles can be recorded without any
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change to the rest of the experimental apparatus. In what follows, we detail
the working principle of the timepix camera as well as how it was used in the
experiment.

The photosensitive silicon pixel sensor on the camera registers if a pulse of light,
that crosses a certain threshold, is present [47–49]. The camera has an 256×256
array of such pixel sensors, each of which has dimensions of 55×55µm2. When
sufficient light is incident on any of the pixels and exceeds the predetermined
threshold, the time of arrival (ToA) is recorded as well as how long the pixel
remained over the threshold (time over threshold, ToT). Time of arrival infor-
mation is recorded with a global 40MHz clock and refined at pixel level by a
640MHz clock, resulting in a time resolution of 1.56 ns. Time over threshold
information is recorded with a the same global 40MHz clock but is not further
refined, consequently it has a time resolution of 12.5 ns.

A readout chip then sends the quadruple information (x, y,ToA,ToT) and can
support up to 80Mpixel/s. If we assume that each ion/electron hit takes
about 20 pixels, the readout chip can support up to 4000 hits per laser shot
for a 1 kHz laser system. While we never make use of such high count rates,
for lasers systems with 100 kHz repetition rate, which are becoming more com-
mon, the maximum readout rate would be 40 hits per laser shot, still adequate
for photoionization experiments.

The camera is further endowed with two time to digital converters with 260ps
time resolution, which we use to mark the arrival of the laser pulse. The sec-
ond TDC is only used to record the 3D momentum of electrons and its use
is discussed in chapter 3. The time difference between the arrival of the laser
and the ToA reading from each pixel yields the time of flight (ToF) of the
charged particle. This time of flight information can be converted into the
z–momentum in a straightforward manner [50] as ions have a time of flight
spread of the order hundred nanoseconds and 1.56 ns time resolution is more
than enough for this application. Perhaps more importantly, the ToF infor-
mation also let us distinguish different species of ions by their charge to mass
ratios: ToF ∝

√
m/q. The ability to determine the species of each ion at each

laser shot and as well as their 3D momenta forms the bedrock of experiments
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presented in this thesis.

In the pre–processing step of the raw timepix data, we need to correct for
time walk effects as well as centroid every hit [50]. As with any constant
threshold discriminator, the timepix camera suffers from time–walk effects,
in which the time of arrival correlates with the intensity of the light being
recorded. In Figure 2.12 we plot two signals that arrive at the same time
but are amplified differently. We can see that the stronger signal has an
earlier nominal ToA, which is entirely caused by the time–walk effect, which
is why ToT information is used to correct for this correlation in order to yield
an accurate measurement of time of flight of charged particles. Lastly, we
compute the ToT–weighted average of a pixel cluster in order to determine
the position of a hit. The final data after the pre–processing contains five
columns: laser shot number, x, y, ToF, ToT, which form the basis of all
experimental results.

Figure 2.12: The black and red curves indicate the arrival of charged particles
at the same time. Nominally, the time of arrival of both curves are different
due to the time walk effect as the time of arrival correlates with time over
threshold.
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2.4 Intensity Calibration
One of the most important experimental parameters is the intensity of light at
the focus in the reaction chamber. We can easily measure the average power
of laser pulses using a power meter. In order to relate the average power to
the intensity at the focus we need to perform a calibration. We simply write

Ifocus[TW/cm2] = αPavg[mW] , (2.13)

where the calibration constant α with units [TW/cm2/mW] is to be deter-
mined. Note that this calibration depends on the pulse duration because the
conversion from average power to peak power (i.e. power in each pulse) de-
pends on pulse duration. In particular, we have:

Ppeak =
E

∆t
, Pavg = Efrep =⇒ Ppeak =

Pavg

frep∆t
, (2.14)

where E is the energy carried by each pulse, ∆t is the FWHM pulse duration
and frep is the repetition rate of the laser. We can do a back of the envelope
calculation to estimate the intensity as follows:

Let the focal length of he focusing optic be ffocus and assuming a Gaussian
beam and aberration–free focusing, the beam size at the focus is given by:

wfocus =
λffocus

πw0

, (2.15)

where wfocus is the radius of the beam waist at the focus, λ is the central wave-
length and w0 is the initial beam waist radius at the focusing optic. Finally,
we can calculate the space and time averaged intensity (in FWHM):

Ifocus =
Ppeak

πw2
focus

=

(
1

frep∆t

)
Pavg

πw2
focus

=

(
πw2

0

frep∆tλ2f 2
focus

)
Pavg (2.16)

Lastly, we take into account the losses at the vacuum window (about 4%
per surface) the silver focusing mirror (about 3%). With the following pulse
parameters: w0 ≈ 0.21 cm, which corresponds to 0.5 cm FWHM diameter,
frep = 1 kHz, λ = 700 nm, ∆t = 7 fs, and ffocus = 5 cm, we obtain the calibra-
tion factor:
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α = 149

[
TW/cm2

mW

]
(2.17)

In this estimate, we assume that the laser beam is a perfectly Gaussian beam
and that the entire beam is focused without aberrations. Therefore, the focus
is in reality less tight than we assumed in the above calculation. While one
can try to take these effects into account, we choose the route of determining
this coefficient through experimental means and use the somewhat naive cali-
bration in Equation 2.17 as a guiding rough estimate.

In order to determine the intensity calibration, we utilize physical principles
that lets us infer the intensity directly. The main idea comes from above
threshold ionization, in which an atom in intense laser fields absorbs more
photons that is needed to ionize, resulting in peaks in the photoelectron spec-
trum that are separated by one photon energy. The ATI spectrum therefore,
has a built–in energy calibration, which can be used to calibrate the position
of an electron to its momentum using the fact that ATI peaks are spaced by
one photon order. Furthermore, the ATI spectrum develops a cutoff at 2Up,
where Up is the ponderomotive energy; the average energy of a free electron in
an oscillating electric field over one optical cycle [51–53]. The ponderomotive
energy is proportional to the laser intensity and thus locating the 2Up cutoff
on the spectrum gives a direct calibration of laser intensity.

This cutoff can be understood from conservation of momentum of an electron
in an electric field. Assuming electric dipole approximation i.e. that the
wavelength is much larger than the atom, we can write for the electric field
E(r, t) ≈ E(t). Furthermore, we assume “simple–person’s” model, where we
disregard elastic rescattering of the electron by the atomic core. The conserved
(aka canonical) momentum of an electron in this field is given by pcons =
mv−eA, wherem is the mass and v the velocity of the electron,A is the vector
potential. Assuming that the electron had zero velocity at the time of the
ionization, we have pcons = −eA. The maximum momentum of the electron
is then given by pmax = eApeak, where Apeak is the peak vector potential, or
equivalently in terms of the electric field, we have pmax = eEpeak/ω0, where ω0

is the laser frequency. The maximum kinetic energy of the electron without
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rescattering is then given by

Emax =
p2max
2m

=
e2E2

peak

2mω2
0

= 2Up , (2.18)

where we used the equation for the ponderomotive energy:

Up =
e2E2

peak

4mω2
0

(2.19)

This 2Up cutoff we described can be used to calibrate average power to intensity
because it is a directly related to the intensity. If we identify this cutoff in
the photoelectron spectrum, we can infer 2Up and in return the peak intensity.
Before we continue with the experimental data, we rewrite the ponderomotive
energy in terms of the intensity Ipeak = cε0E

2
peak/2:

Up =
e2

2cε0me

· Ipeak

ω2
0

=⇒ Up[eV] = 0.053× Ipeak[TW/cm2] (2.20)

Using the pulse shaper to vary the pulse energy, we have carried out mea-
surements of ATI spectrum of argon at different intensities. While each mea-
surement allows us to determine Up, the combination of many measurements
provides higher precision by averaging the resulting calibration parameters.

In Figure 2.13 we present the experimental results. We plotted the photoelec-
tron spectrum in logarithmic scale as this allows for the determination of the
cutoff, which is difficult to determine on a linear scale. We can clearly see the
ATI peaks of argon as vertical lines spanning different intensities. We have
also marked in this figure two possible places for the location of the 2Up cutoff
because the exact location of the cutoff is hard to determine in a purely quan-
titative fashion. We use these two measurements to estimate our uncertainty
of the calculated laser intensity.
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Figure 2.13: Photoelectron spectrum for the above threshold ionization of
argon as a function of the average power as measured by the powermeter (Top
Panel). Intensity of the laser at focus as a function of the average power
(Bottom Panel), giving the calibration of intensity to average power.

32



From the data presented in Figure 2.13 and using Equation 2.20 we can infer
the peak intensity of each measurement. In Figure 2.13 we also plot these
inferred intensities as a function of the average power measured by the pow-
ermeter. This allows us to determine the calibration parameter between the
intensity and the average power:

α = (73± 6)

[
TW/cm2

mW

]
. (2.21)

In comparison with the naive calculation we performed in Equation 2.17, we see
that the experimental value is about a factor of two smaller. This discrepancy
is well within the limits of the back of the envelope calculation, which is
supposed to provide an order of magnitude estimate. See the discussion around
Equation 2.17 for why the naive estimate overestimates the intensity.
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Chapter 3

3D Velocity Map Imaging of
Electrons

3.1 Introduction
Velocity map imaging (VMI) of electrons and/or ions is a powerful tool for
obtaining momentum resolution for charged particles in photo–ionization ex-
periments [46, 50, 54–56]. VMI allows for the measurement of photo–electron
spectrum and gives insights into electronic configuration of the molecular sys-
tem at the time of ionization. VMI technique has been used to measure not
only the photoelectron spectrum but also the angular distribution of photo-
electrons [57–59]. Furthermore, recording VMI images as a function of pump–
probe delay or more generally pulse shapes, allows one to probe the energy
differences between different excited states. These can be then compared to
theoretical dynamics simulations to yield a holistic understanding of the un-
derlying dynamics [10, 11, 60, 61].

In broad strokes, a VMI system consists of an electrostatic lens, a signal am-
plifier (Micro–Channel Plates), a phosphor screen that registers the hits and
a camera that records an image of the phosphor screen. Normally, the camera
is triggered before the arrival of the laser and records an integral over time of
the light incident on each pixel. Commercially available frame based cameras
however, do not provide exposure times short enough (∼0.1–10ns) to time
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each individual electron or ion hit, therefore, the projection of the 3D momen-
tum cloud onto a 2D surface is recorded. Assuming cylindrical symmetry, 3D
information can be obtained by Abel inversion [44, 45].

There are many experimental techniques to circumvent the long integration
times of cameras, so that the time of flight of the charged particles can be
recorded. One of these techniques is DC slicing, in which the MCPs are only
turned on at a given time [62–64]. By changing the time that MCPs are gated,
one can “slice” the 3D momentum cloud into 2D images and construct the full
3D cloud in post processing. The main drawback of the slicing technique how-
ever, is the data acquisition time. Clearly, k slices require the data acquisition
time to be k times longer, which is not desirable. It is much more time ef-
ficient to try to resolve the time of flight of charged particles for each laser shot.

As discussed in subsection 2.3.3 the event–driven timepix camera allows one
to record time of arrival of each recorded hit with 1.56ns time resolution [47–
49]. In previous works the timepix camera has been used to record the time
of flight of ions as well as their 3D momentum [50]. In the case of ions this is
a straightforward measurement as their time of flight spread is of the order of
hundred nanoseconds.

In the case of electrons however, at usual VMI voltages the time of flight spread
is of the order of hundreds of picoseconds, which is too fast for the pixel’s ToA
resolution. In this chapter we detail how one can stretch the time of flight
spread of electrons to about 8ns and use the second time to digital converter
on the camera, which has time resolution of 260 ps, to timestamp arrival time
of electrons [65] and thereby recording the 3D momenta of electrons.

3.2 Experimental Setup
In order to demonstrate this novel technique, we measured photoelectron spec-
trum of xenon in the case of above threshold ionization [52]. For this experi-
ment, we bypass the hollow–core fiber and pulse shaper setup and directly use
the 30 fs pulses out of the amplifier. See chapter 2 for details on the experi-
mental apparatus.
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Figure 3.1: Schematic setup to record 3D velocity map imaging of electrons.
Created by the author for publication in [65].

We used 30 fs pulses instead of sub 10 fs pulses because we want to observe
above threshold ionization (ATI) of xenon. Above threshold ionization from
few cycle pulses often produce ATI peaks that are difficult to measure and
resolve and thus we choose not to use them for this experiment. The ratio-
nale for making use of ATI is two fold: First, it describes a familiar and well
studied signal, which helps us debug, develop and test the proposed set–up.
Second, ATI produces a photoelectron spectrum with peaks separated by one
photon energy. It therefore comes with its own energy scale that we can use
to calibrate the timing information into momentum information.

The basic idea behind this technique is to make use of an additional time to
digital converter (TDC) on the timepix camera to record the time of arrival of
an electron. That being said, even with a TDC with 260ps time resolution, the
time of flight spread of electrons at standard VMI plate voltages (600V/450V)
is too short (∼1ns) to record meaningful timing information. We carried out
SIMION simulations [66], which numerically calculate the electric field of the
VMI plates and subsequently the time of flight of charged particles, in order to
determine optimal VMI voltages to maximize the time of flight spread. Since
the time of flight spread of electrons are directly controlled by VMI voltages,
we opted for lowering the voltages to 100V/75V. At these voltages, electrons
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have a time of flight spread of about 6 ns, which is still too fast for pixel’s
1.5ns ToA resolution, but perfectly adequate for TDC’s 260 ps time resolu-
tion. Lowering the VMI voltages to such unconventional voltages have its own
drawbacks, which we discuss in detail in section 3.5.

Figure 3.2: Photoelectron yield from above threshold ionization of xenon
as a function of time of flight and x momentum for higher VMI voltages
(600V/450V) (on the left) and lower (100V/75V) VMI voltages (on the right).
Regularly spaced peaks correspond to ATI orders. The time axis is displayed
relative to the zero momentum electrons. Created by the author for publica-
tion in [65].

In Figure 3.2 we plot the VMI images for higher VMI voltages (left) as well as
lower VMI voltages that we used for the experiment (right). The polarization
of the incident light is in the time of flight direction so that we can resolve the
z–momenta using the time of flight information. We can see that we fail to re-
solve the time of flight of electrons at high VMI voltages as we predicted from
SIMION calculations. For lower VMI voltages, we can resolve the individual
ATI peaks using the time of flight information. We recorded two ATI peaks
for the faster electrons (i.e. electrons with z–momenta towards the detector)
and three ATI peaks for the slower electrons (i.e with negative z–momenta).
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Note that we need to maximize the time of flight spread of the electrons and
not the total time of flight of electrons. While maximizing the total time of
flight can be achieved relatively easily, maximizing the time of flight spread
is much more difficult. This is because of the following simple kinematic ob-
servation: The time of flight spread is solely controlled by the electric field
between the first and the second VMI plate. In particular it is given by the
time it takes for an electron with momentum in −z direction to turn around
and come back to its original position, with a momentum in +z direction with
equal magnitude.

In order to record the arrival time of electrons, we capacitatively couple the
signal from the phosphor screen1 to the constant fraction discriminator. The
electronic signal on the phosphor screen is much faster than the fluorescence of
the phosphor screen and its subsequent measurement with the camera. When
there’s a hit on the phosphor screen, the voltage on the phosphor screen briefly
drops and subsequently there’s a small current flowing into the phosphor screen
as the power supply brings the phosphor screen back to its set voltage. The
capacitative coupling allows us to filter out this signal from the high (3500V)
DC background that the phosphor screen is operating at. This small signal
from the phosphor screen is amplified and fed into a constant fraction discrim-
inator. Finally, the signal is converted into transistor–transistor logic with a
digital delay generator (SRS DG645) so that it can be used to trigger the TDC
on the timepix camera.

The use of a constant fraction discriminator is of paramount importance. The
pulse height distribution from the phosphor screen depends on the exact the
details of how efficiently the electron signal is amplified in MCPs as well as,
how efficiently this amplified signal is converted into light in the phosphor
screen. Consequently, the pulses out of the phosphor screen have a broad
pulse height distribution. If we used a leading edge discriminator, the timing
information would suffer from timewalk effects (cf. Figure 2.12), effectively
washing out the 260ps time resolution we are trying to maintain. A constant
fraction discriminator solves this problem as it only turns on when the pulse

1We remark that this experiment can equally be performed by capacitatively coupling
to one of the MCP. The choice of MCP vs. phosphor screen has no bearing.
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reaches a pre–determined fraction of the amplitude of the pulse. Therefore,
timewalk effects are greatly reduced.

3.3 Data Analysis

3.3.1 Removal of Multiple Hits

Figure 3.3: (On the left) a multiple hit VMI image that has 44 pixels between
the two outer most “on” pixels in the x direction and 110 pixels in the y
direction. (On the right) a single hit VMI image that only extends for 9 pixels
in x and y directions

The careful reader might have noticed that we use a single TDC that marks
the arrival time of electrons. While the camera is endowed with two TDCs
with same time resolution, one of the TDCs is used to mark the arrival of the
laser shot and thus cannot be used to timestamp electrons. Consequently, we
can only measure the time of flight of a single electron. If there is more than
one electron hit in a given laser shot, we have no way of distinguishing which
electron’s time of flight we have measured. In a sense we measure the time
of flight of the “first” electron; however, there is no way to determine which
electron that leads to separate x,y location on the detector was the “first” one.
This is why we need to remove all multiple hit VMI images from the dataset.
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While there are many clustering algorithms to determine the number of hits
in an image, they are often computationally expensive. Furthermore, these
algorithms would count two electron hits that are overlapping as a single hit.
The faster and more robust method relies on the following observation: The
maximum distance between two “on” pixels in x or y direction for a multiple
hit image is larger than a single hit image (cf. Figure 3.3). Therefore, we
use the x and y extent of a VMI image to threshold out the multiple hits. In
Figure 3.4 we plot the x and y extent of each VMI image for one dataset as
well as the threshold we chose to filter out multiple hit events. The threshold
was chosen through the visual inspection of individual VMI images, as well
as the discarded (i.e. multi–electron) and undiscarded (i.e. single electron)
VMI images. Note that most of the laser shots (75%) are single electron
events because the partial pressure of the sample in the chamber as well as
the intensity was adjusted so that most of the laser shots are single electron
events.

Figure 3.4: Histograms of laser shots showing the maximum distance between
two “on” pixels in the x (left) and y (right) direction. The red line indicates the
threshold that was chosen to filter out multiple electron events. Consequently,
laser shots on the left of the red line are interpreted as single hits and all the
rest as multiple hits.
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3.3.2 Synchronization of TDC and Pixel Timing

One of the strengths of using one apparatus (timepix camera) to record both
the time of arrival of electrons (TDC2) and arrival of laser shot (TDC1) is the
relative simplicity of the synchronization of these two times. Had we used two
separate devices, one would have to come up with an experimental scheme to
identify the two different times, which is a non-trivial proposition because at
any given shot one of the signals might go undetected, shifting the stack of
times by one and thus, incorrectly identifying different laser shots as the same
for all of subsequent laser shots [64]. In our case both of the times (TDCs
and pixel time of arrival) is based on the same clock of the camera hence,
eliminating a need for a complicated time synchronization scheme.

Still, each TDC2 timing needs to be associated with a TDC1 timing as well as
with the timing of each pixel in a given laser shot. Because of the way the data
was collected and the camera’s internal aggregation of data into packages, it
is not necessarily the case that each line of data is chronological even though
they are roughly chronological. Furthermore, one cannot simply sort the times
chronologically because there are limited number of bits used to denote each
time and thus, the timing loops back to zero (“overflows”) every 26 s for pixels
and 107 s for TDCs2.

We refer to [67] for the full algorithm for the synchronization of these times
and provide here the main ideas. We iterate over the pixel timings and asso-
ciate each pixel timing a candidate TDC1 and TDC2 timing. We posit that
the correct TDC1 and TDC2 time must be the one that is locally closest in
timing to the pixel timing. We further refine this association by making sure
that the assigned times make physical sense i.e. the pixel time of arrival must
be larger than the TDC1 timing, which marks the arrival of the laser and
comes before the camera records the hits.

2The exact number is (25 ns)× 230 for pixel times and (25 ns)× 232 for TDC timing.
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Figure 3.5: Excerpt from raw timepix data. TDC1 timestamps the arrival of
laser shots and TDC2 timestamps time of arrival of electrons. Different batches
of synchronized TDCs and pixels are shown with different colors. Black TDCs
indicate that there were no recorded hits for those laser shots. TDC data is
emphasized for easier view.

42



Furthermore, the difference of pixel ToA and TDC1 and TDC2 timing is con-
strained to lie within a certain range. For TDC1, the difference of ToA and
TDC1 cannot be larger than 0.9ms as there is a new laser shot every 1ms.
The TDC2 timing should lie much closer to the ToA of the pixels because they
are sourced from the same event i.e. hits on the phosphor screen. However,
due to finite speed of light in cables these times are not equal. We therefore
chose 6µs for the maximum difference between the ToA and TDC2 times. Of
course, the actual difference between ToA on the pixels and TDC1 or TDC2
times are much less than 0.9ms or 6µs. These limits we chose are meant to
avoid any unphysical assignment of times.

3.3.3 Time of Flight–Momentum Calibration
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Figure 3.6: Total electron yield resulting from above threshold ionization of
xenon as a function of relative arrival time (left) and calibration of relative
arrival time to momentum in the z direction (right). See also Figure 3.8 for
2D view of the ATI of xenon with labeled ATI energies. Created by the author
for publication in [65].

The time of flight we record for electrons need to be converted into momentum
in the z–direction. In order to do this calibration, we first simulated the time
of flight of electrons in our VMI setup with 3 plates at voltages -100V, -75V
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and 0V using SIMION software [66] assuming that the electrons are created
in the middle of the first and second VMI plate. We chose these voltages so
that the time of flight spread of the electrons are a few nanoseconds, so that
we can sample enough data points with the TDC. We display the resulting
calibration in Figure 3.6.

While the SIMION simulation provides good agreement with the measured
ATI peaks, we opted for calibrating the velocity to time of flight using the
fact that ATI peaks are separated by one photon energy. We chose a second
and third order polynomial for this fit and found that the third order fit does
not deviate substantially from the second order fit and thus opted to use
the second order fit for calibration. Both the SIMION simulations and the
resulting calibration are plotted in Figure 3.6.

3.4 Experimental Results
We measure photoelectrons resulting from above threshold ionization of xenon.
These electrons have well defined energies that are separated by one photon en-
ergy, which we use to characterize and benchmark our experimental method.
We performed the experiment at various VMI voltages as well as with two
different polarizations. When the polarization is in the direction of the time
of flight, we resolve the z momentum using the ToF information (temporal
setup). In usual VMI experiments, the polarization is orthogonal to the time
of flight direction and the momenta of electrons are resolved spatially on the
detector (spatial setup). We can therefore benchmark the temporal setup with
the usual spatial setup, as the physics is the same regardless of the direction
of polarization.

In Figure 3.7 we present the results for temporal VMI setup. The ATI peaks
are resolved using the timing information. Note that we can resolve three ATI
peaks in the −z–direction and two peaks in the +z–direction, which is ex-
pected because the electrons in the −z–direction take a longer time and thus
are easier to resolve. In this measurement we used the VMI voltages we quoted
in section 3.2 i.e. 100V/75V/0V. Furthermore, we remark that in the tempo-
ral setup the phosphor screen only records the projection onto the x–y plane
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Figure 3.7: Above threshold ionization of xenon. The ATI peaks are resolved
using the time of flight of electrons. The laser polarization is in the z–direction
(red arrow). The VMI voltages used in this measurement were 100V/75V/0V.
Created by the author for publication in [65].

and would only see a central dot depicted in x–y plane in Figure 3.7. We also
note the cylindrical symmetry along the axis of laser polarization. This can
be seen directly on the depicted momentum cloud as well as from the quan-
titative similarity of projections on the y–z and x–z planes. The momentum
cloud has a slight tilt towards x–direction. We suspect that this is the result
of a slight tilt in the laser polarization, which is consistent with the measure-
ments carried out by tilting the polarization 90◦ (cf. Figure 3.8). We do not
expect this tilt to affect any of the results presented in this chapter. That be-
ing said, it is remarkable that this tilt could be read off from our measurement.

In Figure 3.8 we compare the temporal and spatial imaging methods. In
particular, we see that we can recover the correct ATI energies using temporal
imaging without resorting to Abel inversion or cylindrical symmetry. We note
however that the spatial imaging method has higher momentum resolution
than the temporal imaging method. This is evident from the fact that we
have about 40 bins for the time resolution, whereas the camera has 256 pixels
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Figure 3.8: Comparison of temporal imaging (left) and spatial imaging (right).
For temporal imaging the laser polarization is perpendicular the detector and
the momentum along the z–axis is recovered from electron timing. In the case
of spatial imaging the electron energies are recovered from the image on the
phosphor screen and the polarization is in the plane of the detector. Created
by the author for publication in [65].

in both directions. Nevertheless, the quantitative and qualitative agreement
shows that our method is a viable method for measuring electron momenta
along the time of flight direction.

3.5 Discussion & Comparison to Other Methods
In order to increase the time of flight spread of electrons, we employed very low
(100V/75V) VMI voltages. For comparison, the rest of the measurements in
this thesis uses larger than 600V for the VMI plates and many VMI apparatus
works with even higher voltages (order 1–10 kV). The higher the VMI voltages
the larger is the range of energies one can record, which can be understood
from simple kinematics. The electrons that have too much momentum in the
x or y direction escape the VMI apparatus and do not hit the MCP. Increas-
ing VMI voltages thus allows us to record electrons with higher transverse
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momentum because with higher VMI voltages the travel time of electrons is
smaller and consequently, they travel less far transversely.

Our method’s range of energies in the xy–plane is limited because of the low
VMI voltages we had to employ in order to increase the time of flight spread
of electrons. There are several ways one can use to increase the momentum
range in the plane of the detector. The first one is to use larger VMI plates,
which would increase the momentum range linearly with the size of the plates.
Alternatively, one can try to decrease the space between the VMI plates and
the MCPs, which would also linearly change the momentum range. Finally, a
more involved approach would be to employ thick3 VMI [46, 68]. Using thick
VMI, it was demonstrated that the energy range can be improved by 50% and
the time of flight spread of electrons by about 300% [46].

Another potential complication with such low VMI voltages is stray electro-
magnetic fields. We employ in all of our experiment a µ–metal shielding that
shield the VMI apparatus as well as the free flight region between the last
VMI plate and the MCP from stray magnetic fields. At higher voltages one
does not need to worry about stray electric fields, as the electric fields of the
VMI plates dominate any other stray electric field. While the concern about
stray electric field at lower voltages is valid, we have seen no evidence of stray
electric fields distorting the final photoelectron spectrum. To verify this, we
compared results from higher VMI voltages (600V/450V), to the results from
lower voltages and have seen no quantitative difference between them.

One might also worry about the decrease in the detection efficiency of MCPs
at lower VMI voltages [69]. The quantum efficiency of MCPs depend on the
kinetic energy of the incident charged particle and thus lower voltages result
in lower detection efficiency. The manufacturer of the MCPs quote that the
quantum efficiency ranges between 70% to 90% in the range 50 eV to 3 keV,
which is adequate for our purposes.

3The terminology comes from “thin” and “thick” lenses. The standard VMI setup with
three plates is considered a “thin” electro–static lens, while more than 3 plates is considered
a “thick” lens.
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Currently, our setup is limited to single electrons only as we discussed in sub-
section 3.3.1. This is a severe restriction from the point of view of the physics
one can probe with this technique. For example, with this technique we can-
not perform a double ionization experiment and record both of the resulting
electrons. Even in the case of single ionization, about 30% of the laser shots
had to be discarded, which would increase the data acquisition time by about
40% in order to achieve comparable statistics. The development of commer-
cially available next generation timepix cameras will remove this restriction as
the pixels on these cameras are expected to have 200ps time resolution [70–72]

We want to briefly compare our method to cold target recoil-ion-momentum
spectroscopy (COTRIMS) [73–78]. In this method, the molecules are intro-
duced using a supersonic molecular beam and thus are cooled to 50mK in
order to create a very small spread of initial momentum of the target ions.
After photoionization, electrons and ions are accelerated apart and mapped
onto separate position sensitive detectors with the help of electric and mag-
netic fields. The final momentum of the charged particles can be calculated
from their time of flight as well as their final position on the detector [77].
The position and time of flight of electrons are obtained from hexagonal delay
line detectors (see Figure 3.9). Similar to our setup, the initial signal from the
charged particle is amplified by a stack of MCPs. When the amplified signal
of electrons hits the delay line detector, it creates a small current in multiple
delay lines that travels along them. By measuring the timing of these cur-
rents, one can deduce the distance of the hit along each delay line. Combining
the timing of at least two delay lines one can identify the position of the hit
uniquely. The third delay line allows for unique identification of multiple hits
if the hits are sufficiently spaced out in time or in position [78].

As mentioned previously, our setup allows detection of 3D momentum of a sin-
gle electron, while the COLTRIMS detector can achieve up two electrons per
shot, with partial information available for the third electron. Furthermore,
COLTRIMS apparatus has a higher momentum resolution than the VMI tech-
niques employed in this thesis. For instance, in [79] the authors quote that
their COLTRIMS apparatus has a momentum resolution of 0.7 a.u. for D+

ion, whereas our VMI setup has a momentum resolution of about 2.7 a.u. for
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Figure 3.9: Schematic of a hexagonal delay line detector. Each delay line is
colored differently to distinguish them from each other.

the same ion [80]. The disadvantage of COLTRIMS apparatus compared to
the 3D VMI technique discussed in this chapter is its implementation cost.
By making use of the Timepix camera, any VMI system can easily be con-
figured to record the 3D momentum of electrons and ions without changing
the rest of the apparatus or the vacuum system. Furthermore, the reconstruc-
tion of the momenta for the COLTRIMS apparatus is rather non–trivial, both
from the electronics side and from the data analysis point of view (see Fig-
ure 2.8 and Appendix D in [77]). Finally, because there are three delay lines
in COLTRIMS experiments there is no easy way to convert the COLTRIMS
detector to record many electrons per laser shot without big changes to the
apparatus, while the new generation of timepix cameras will be able to record
many electron shots.
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Chapter 4

Covariance Velocity Map Imaging

4.1 Introduction
Coincidence measurements with multiple fragment ions have been used to gain
a deeper insight into strong field light–matter interactions [81–89]. Some ad-
vantages of recording multiple fragments in coincidencei include the ability
to reconstruct molecular frames, measure kinetic energy release of fragments
and determine fragmentation channels. As the amount of data and data ac-
quisition times increase, new data analysis techniques are proposed to achieve
these objectives. In particular, covariance analysis was introduced in the field
of ultrafast science [89–96], which is a tool to study correlations between ionic
fragments. This technique later has been refined [97, 98] to control for fluc-
tuations in experimental parameters, such as the intensity of the laser pulses,
which is hard to control in free electron X–ray diffraction experiments. The
ability of multi–particle covariance/coincidence to resolve fragmentation chan-
nels has been widely demonstrated [53, 99–102] as well as the equivalence of
the coincidence and covariance techniques [103].

While the covariance technique has been used for up to three fragment ions,
the case for 4– and higher particle covariance was an open question in the ul-
trafast community, due to an important mathematical difference between four
and higher covariances. This technique has been recently extended to allow
for more than three fragment ions [104–106].
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In this chapter we lay the probabilistic foundations of experimental measure-
ments that undergirds the coincidence and covariance measurements. We re-
strict our discussion to ions as there is a richer probabilistic theory due to
different species of ions. We then discuss the background subtraction tech-
nique in coincidence measurements and demonstrate its mathematical equiv-
alence to the covariance technique. At the end of the chapter we demonstrate
these techniques to study disassociation channels of 1,4–Cyclohexadiene upon
multi–photon ionization.

4.2 Probability Theory of Experimental Mea-
surements

Suppose that we are doing a strong field double–ionization experiment on a
molecule AB, so that A+ and B+ ions are produced. In any given laser shot,
the number of A+ or B+ fragments fragments is random1, as this depends
on a number of parameters that we cannot possibly control such as the exact
(not average) number of molecules in the laser focus for every laser shot. Even
if we could control it, there are still intrinsic processes that make the exact
number of fragments random, such as the non–unit probability of ionizing the
molecule and the non–unit detection efficiency of the experimental apparatus.
Empirically, however, the number of X+ fragments NX is described well by
the Poisson distribution [80]. The probability that k number of X+ ions is
observed, is given by

P(NX = k) =
(λX)ke−λX

k!
(4.1)

The expectation value and variance of a Poisson random variable NX is well
known and is given by the only parameter of the Poisson distribution:

〈NX〉 = var(NX) = λX (4.2)
1Here we use the term “random” in a technical mathematical sense. We say that a

quantity X is random, if its outcomes is not deterministic. The “randomness” of X is
modeled by Poisson distribution and as such it is not “random” in the colloquial sense.
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where the brackets 〈NX〉 denote expectation value. In the statistics literature
the expectation value is often denoted as E[NX ] but we stick to the physicist
notation and use the angled brackets.

Of course, the average number of X+ ions i.e. λX depends on external ex-
perimental parameters such as the partial pressure P of the sample in the
vacuum chamber and the intensity of laser light I. The dependence of λX on
the partial pressure can be described by a linear relationship

λX(kP, I) = kλX(P, I) (4.3)

This relation is a consequence of the fact that the partial pressure of the sample
in the vacuum chamber controls the average number of molecules in the laser
focus. If we double the pressure in the chamber, the number density of the
molecules in the chamber doubles and thus, the average number of molecules
in the laser focus. We therefore expect the number of measured X+ ions to
double.

In general, the ionization probability is a nonlinear function of the laser inten-
sity for strong field ionization. Furthermore, the dependence of λX on intensity
is complicated because at different intensities different physical processes could
be taking place. For example, large changes in intensity can push an experi-
ment from the multi–photon regime into the tunneling regime. Nevertheless,
in the multi–photon picture, small changes in the intensity can be described by
a power law behavior, assuming that the underlying physical process doesn’t
change under small variations of the intensity. For an n–photon process, the
cross–section of photon–molecule interaction is proportional to the nth power
of the intensity and thus, we have for small changes in intensity ε:

λX(P, (1 + ε)I) = (1 + ε)nλX(P, I) ≈ (1 + nε)λX(P, I) (4.4)

In what follows, we will drop the dependence of λX on the pressure and laser
intensity for ease of notation.

In general, there could be many different dissociative ionization processes that
lead to the production of an A+ ion and each of these processes is described
by its own Poisson distribution. For example, all of the following processes
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lead to a production of an A+: Single ionization resulting in A+ (λA0), double
ionization resulting in A+ and B+ (λAB), triple ionization that results in A+

and B++ (λAB++). For a total number of observed A+ ions we have2:

λA = λA0 + λAB + λAB++ + · · · , (4.5)

We assumed here that the observations of different processes are statistically
independent of each other, which is a physically sound assumption.

For lower laser intensities, a process that produces higher charges is much less
likely than the process with fewer charges on the molecule3. Thus, we have
the hierarchy:

λA0 � λAB � λAB++ (4.6)

This fact is both a blessing and curse in disguise. It means that we can safely
truncate the Equation 4.5 after a few terms. The curse is that we are generally
interested in the higher order ionization of AB e.g. λAB term. Therefore, the
dominant single ionization term λA0 acts as an unwanted background for λAB.
In what follows, we will discuss experimental methods that aim to get rid of
this unwanted background.

4.2.1 Coincidence Technique

A ubiquitous technique of isolating the double ionization term λAB from the
single ionization is the (somewhat obvious) recognition that double ionization
produces two ions A+ and B+. If we isolate the laser shots in which exactly one
A+ and exactly one B+ are present in coincidence, then we can hope to isolate
the double ionization channels. Suppose the probability that the laser pulse
singly ionizes a molecule is given by η1 and that the probability that it doubly
ionizes a molecule is given by η2. Further, suppose that we are performing a

2A quick derivation shows that if X and Y are Poisson random variables with parameters
λX and λY , then the sum random variable Σ = X + Y is a Poisson distribution with
parameter λX + λY . This is the justification of adding λ’s in Equation 4.5.

3Here we assume that the laser intensity is not so high as to doubly ionize every molecule
in the laser focus. The intensity regimes discussed in this thesis do not fall into this category.
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strict coincidence experiment, in which all the laser shots are rejected unless
they have exactly one A+ ion and B+ ion. We denote the number of molecules
that are ionized in a given laser shot by Nionized. Assuming that the ionization
rates are low i.e. λA0, λB0, λAB . 0.05, we have

P(Background) = P(NA0 = 1)P(NB0 = 1)P(Nsingly ionized = 2) (4.7)
= λA0e

−λA0 λB0e
−λB0 η21 (4.8)

≈ η21λA0λB0 (4.9)

In the last step we assumed that the count rates are small4 and thus e−λA0 ≈ 1,
which is a good assumption for coincidence experiments. Similarly for the
signal, we have:

P(Signal) = P(NAB = 1)P(Ndoubly ionized = 1) ≈ η2λAB (4.10)

Thus, the ratio of signal to background is given by:

P(Signal)
P(Background)

=
η2
η21

λAB
λA0λB0

(4.11)

As experimentalists, we have control over λ’s mainly by varying the pressure
in the chamber and thus, the number of molecules that are caught in the laser
focus à la Equation 4.3. We have a limited control by varying the intensity
of the laser and thus, leveraging the fact that higher photon order processes
scale faster with intensity than lower order processes à la Equation 4.4. The
probability of singly ionizing η1 is larger than doubly ionizing η2 because the
focal volume associated with double ionization is smaller than that of single
ionization. Consequently, the prefactor η2/η21 in Equation 4.11 is less than 1.

In the experimental literature the background is astutely called “false or ran-
dom coincidences” because these are events that seemingly come from double
ionization. For this reason, controlling false coincidences is of paramount im-

4For reference, e−0.05 ≈ 0.95, by assuming that e−λ ≈ 1, we are overestimating the signal
to noise ratio.
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portance in experimental measurements. There are several ways to control
false coincidences. For example, one can use a tighter focusing mirror so that
less molecules have the chance to be in the laser focus as the laser focal vol-
ume is smaller. One can also work at very low pressures so that the number
of molecules in the chamber is minimized5. Still, the reader might have the
impression that Equation 4.11 combined with the curse of Equation 4.6 dooms
the coincidence method because clearly λA0λB0 ≫ λAB.

At this point it becomes important to recognize that in modern experimental
research, we not only count the molecules (i.e. talk about yields) but also
have access to the momentum of each fragment through the velocity map
imaging apparatus discussed in previous chapters. If a molecule AB truly
doubly ionized and broke up into two pieces A+ and B+, then the sum of
the momenta of the A+ and B+ ions needs to be zero6. Invoking momentum
conservation, we can elevate Equation 4.11 to the following one:

P(Signal)
P(Background)

∣∣∣∣
mom conserved

=
η2
η21

λAB
λA0,p λB0,−p

, (4.12)

where the subscripts p and −p denote the momentum of the resulting ion.
Note that we don’t include this subscript for the double ionization term, as the
momentum is automatically conserved for true coincidences. For argument’s
sake suppose that there are Nbins = 100 bins for each momentum bin in the
x, y and z directions. So we can write, assuming that each 3D momentum bin
is populated uniformly, λA0 ≈ N3

binsλA0,p. Thus, for Equation 4.12 we get:

P(Signal)
P(Background)

∣∣∣∣
mom conserved

= N3
bins

η2
η21

λAB
λA0 λB0

, (4.13)

which means an improvement of the signal to background by a factor of mil-
lion! This improvement is usually sufficient to bring the signal to background
ratio to acceptable levels. Note that the signal to background ratio improves

5Note that in Equation 4.11 decreasing the pressure, increases the signal to background
ratio.

6We here assume that the molecule starts with zero momentum. While this is strictly
not true because we perform experiments at room temperature, the momenta of resulting
ions are much higher than the initial momentum of the parent molecule. For comparison,
kTroom ≈ 25 meV, whereas the ions usually have order several eV energy.
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only by N3
bins and not by N6

bins. This is because of the conditional way we pose
the question i.e. we suppose that there’s an A+ ion from a single ionization
with momentum p and subsequently look at the probability that there’s a
corresponding B+ ion from an independent event, which happens to have −p
momentum.

Despite this tremendous improvement, performing coincidence experiments is
challenging and time consuming. Recall that we had to throw out any laser
shot, which had more than exactly one A+ and B+ ions for what we called
strict coincidence experiments. We further filtered by momentum conserving
ions in the remaining dataset. While one can relax the first assumption us-
ing the momentum conservation, the filters we impose on the dataset quickly
dwindle the number of viable laser shots. In order to be able to make statisti-
cally significant claims about the double ionization, we need a lot of shots in
which double ionization takes place. For a 1 kHz laser system, such measure-
ments previously required days of data acquisition at low count rates [103].
This technique quickly becomes prohibitive if we want to study a molecule as
a function of the pulse shapes like pump and probe delay or the relative phase
between the two pulses. Even if a single delay takes only one day of mea-
surement, a pump–probe measurement with 100 delays would take 100 days
for 1 kHz laser systems, which is not feasible even for the most dedicated re-
searchers, let alone the fact that controlling all external parameters like laser
intensity, pressure in the chamber over such long horizons is very difficult.
Even though higher repetition rate lasers are becoming more common [108]
and would reduce the data acquisition times significantly, we believe reducing
data acquisition times is still an important scientific endeavor.

4.2.2 Covariance Technique

Another approach to remove the unwanted background comes from the realiza-
tion that we need not be as strict as the coincidence method. The coincidence
method is a sharp method, whereas the covariance technique we will discuss
is more “fuzzy” and statistical. We note that the “fuzziness” should not be in-
terpreted in an inferior light, as the equivalence of covariance and coincidence
methods has been demonstrated in the literature [103]. Instead of discarding
laser shots, the covariance method aims to recover the physics of double ion-
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ization through statistical means, hence the “fuzziness”. In some sense, the
laser shots where double ionization does not take place, have information7 on
the background processes and we leverage this information in the covariance
method. Consequently, the covariance technique allows us to work in count
regimes 10–100 times that of coincidence measurements.

In statistics, the covariance of two random variables X and Y is given by

cov(X, Y ) =
〈
(X −X)(Y − Y )

〉
= 〈XY 〉 − 〈X〉 〈Y 〉 (4.14)

where we defined X = 〈X〉 and Y = 〈Y 〉. Covariance measures the unnor-
malized correlation between the random variables X and Y . Importantly, if
X and Y are statistically independent, then they have vanishing covariance8.
Note that covariance is inherently symmetric and bi–linear:

cov(X + αZ, Y ) = cov(X, Y ) + α cov(Z, Y ) (4.15)

which follows from the linearity of expectation values.

If we write, NA = NA0 +NAB and NB = NB0 +NAB, then using the linearity
of covariance we get:

cov(NA, NB) = cov(NA0 +NAB, NB0 +NAB) (4.16)
= cov(NA0, NB0) + cov(NA0, NAB) (4.17)

+ cov(NB0, NAB) + cov(NAB, NAB) (4.18)
= cov(NAB, NAB) = var(NAB) = λAB (4.19)

where in the last line we used the fact that different ionization processes are
statistically independent of each other.

In the covariance method, the double ionization rate λAB is recovered in a
“background–free”, albeit statistical manner! As a consequence, the covari-
ance technique allows us to work with much higher count rates thus enabling

7i.e. it tells us what to “ignore”
8The converse is not true except in very special cases.
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the study of molecular dynamics as a function of the pulse shape (e.g. pump–
probe delay). In section 4.3 we discuss the count rate regimes that is needed
for different covariance experiments.

Note also that we didn’t throw away any unwanted laser pulses. In fact, all
of the laser shots play a role as we need to determine the statistics of single
ionization (i.e. background) as well as double ionization and we cannot discard
any laser shots. Even the laser shots with no recorded ions play a role, as they
are used to estimate the statistics of both processes.

So far we have only discussed the covariance technique for two–body dissoci-
ation. We can extend the defintion of covariance to 3– and 4–body disassoci-
ation in a straight forward manner by generalizing Equation 4.14.

For 3–body covariance we define:

cov(NA, NB, NC) :=
〈
(NA −NA)(NB −NB)(NC −NC)

〉
(4.20)

Note that this time NA = NA0 + NAB + NAC + NABC and similarly for NB

and NC and we are after the statistics of NABC , the triple ionization channel.
In Appendix C, we show that this 3–body covariance indeed yields the triple
ionization rate i.e. cov(NA, NB, NC) = λABC .

Having done 2– and 3–body covariances, one would hope that the higher order
covariances follow. Unfortunately, this is not the case. For example the 4–body
covariance formula is given by [104–106]:

λABCD = cov(NA, NB, NC , ND)−cov(NA, NB)cov(NC , ND)−(2 similar terms)
(4.21)

The intuition behind this formula comes from the fact that four–fold covari-
ance can be a result of two body covariance between pairs of fragments. In a
sense, two pairs of fragments can be correlated and this would yield a four–fold
covariance, even though all four of the fragments are not correlated. The sub-
traction in Equation 4.21 ensures that this “spurious” correlation is subtracted
out.
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This can be seen rigorously from the derivation in Appendix C as well. In the
derivation, we used the fact that

〈
(X −X)

〉
= 0 and some terms consequently

vanished. In the four–fold case one is left with terms like
〈
(X −X)(Y − Y )

〉
,

which doesn’t vanish and give rise to the subtraction terms above in order to
yield the quadruple ionization term.

4.3 Real Experiments and Estimators
In real experiments we don’t have access to any random variables like NA.
They are mathematical objects that exist in our minds9. We can only estimate
what the statistics of a random variable NA is through repeated experimental
measurement. As a familiar textbook example (see e.g. [107]), we want to
briefly discuss how we can estimate the mean of a distribution through re-
peated measurement in order to introduce the language of estimators, before
introducing them in the case of covariance.

Taking a step back, suppose that a random variable with a given probability
distribution X has mean µ. How would we “know” that X has indeed mean
µ? We would look at repeated observations of X and average them10. Each
observation Xi is of course a random variable with the same distribution as X
and averaging these observations lead to an estimate of µ. In concrete terms,
computing the average over N repeated observations amounts to:

µ̂ =
1

N

N∑
i=1

Xi , (4.22)

which is again a random variable i.e. the exact value of the mean computed
is random because Xi are random variables themselves. Since µ̂ is a random
variable, we can talk about its expectation value. The expectation value of µ̂

9Plato’s allegory of the cave can help us understand this. Mathematical objects NA “cast
their shadow” on real world as outcomes of measurements.

10One can think about a coin flipping experiment. If I have a possibly biased coin, I can
estimate the probability of heads coming up by flipping it many times.
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is given by:

〈µ̂〉 =
1

N

N∑
i=1

〈Xi〉 =
1

N

N∑
i=1

µ = µ (4.23)

We can also compute the variance of µ̂ as well. One can show that

var(µ̂) =
σ2
X

N
, (4.24)

where σ2
X is the variance of X. Therefore, with repeated measurement, we can

improve the estimate of µ through averaging. In other words, the uncertainty
we have on µ reduces with repeated measurement.

The random variable µ̂ is called an estimator, as it estimates the actual mean
µ of the random variable X. In the statistics literature estimators are often
denoted with hats. Furthermore, the property that 〈µ̂〉 = µ implies that µ̂ is
unbiased i.e. the estimator µ̂ estimates the correct mean µ on average.

Note that there could be many different unbiased estimators that estimate
the same quantity. In this sense the choice of an estimator is a choice made
by the experimentalist and one has the freedom to choose other estimators,
if those estimators fulfill a particular property. For example, we could have
chosen a rather “silly” estimator and declared µ̂S := X1. This estimator still
satisfies 〈µ̂S〉 = µ and is thus unbiased, however the variance of this choice of
estimator does not improve with repeated measurement for obvious reasons:
var(µ̂S) = σ2

X . In this sense, µ̂ is a superior estimator than µ̂S because it
has lower experimental uncertainty.11. We remark however that the second
estimator is computationally much cheaper O(1), than the standard estimator,
which scales as O(N). While this is not a good enough reason to choose the

11In statistics literature one would say that µ̂ is a uniformly better estimator than µ̂S
because var(µ̂) < var(µ̂S) for N > 1. The question of which estimator is the uniformly
minimum-variance unbiased estimator (UMVUE), or whether it exists at all for a given
statistical quantity is an interesting question in the field of estimation theory. Interestingly,
one cannot produce an estimator with arbitrarily low variance. According to Cramér–Rao
bound, the variance of an estimator θ̂ and the Fisher information I(θ̂) of that estimator
satisfy (under certain mathematical conditions) an uncertainty relation: var(θ̂) I(θ̂) ≥ 1
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latter estimator, it is important to weight different aspects of estimators such
as computation times and rate of convergence while choosing one.

* *
*

In the previous section we discussed the covariance method. Being a statistical
method, the real observed quantity is the estimator of the covariance, which
has its own variance i.e. uncertainty. The natural estimator of covariance of
two random variables X, Y is given by:

ĉov(X, Y ) =
1

N

N∑
i=1

XiYi −
1

N2

(
N∑
i=1

Xi

)(
N∑
i=1

Yi

)
(4.25)

=
1

N

N∑
i=1

XiYi − µ̂X µ̂Y (4.26)

Usually the unbiased estimator for covariance has a 1/(N − 1) in the denom-
inator instead of 1/N , similar to the case of sample vs. population variance.
However, since we are averaging over hundreds of thousands of laser shots, the
difference is negligible and we opt for using 1/N for notational brevity.

Note that making the leap from the abstract definition of covariance in Equa-
tion 4.14 to the estimator in Equation 4.25 has the advantage that the latter
formula spells out exactly how the data analysis code should be written. If we
are interested in calculating ĉov(NA, NB), we have to calculate the two terms
in Equation 4.25. For the first term, we would multiply the number of A+ and
B+ ions in any given shot, then take the average of this product over all laser
shots. The second term just subtracts the product of the mean of A+ and
B+ ions from the first term. This subtraction yields the estimated covariance
between the two fragments.

4.3.1 Uncertainty of the Covaraince Estimator

We are interested in understanding the uncertainty of the covariance estimator
ĉov(NA, NB). In other words, we want to obtain the variance of the covariance
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estimator. While this can be done analytically [104] with various simplifying
assumptions, we opt for a numerical estimate of the uncertainty by running a
Monte–Carlo simulation, which we detail below [105, 106].

In order to carry out the Monte–Carlo simulation, we need to decide on the
λ’s for each process i.e. λA0, λB0 and λAB. In the most ideal case12, we would
only have double ionization λAB and no single ionization i.e. we set every λ
other than the highest order lambda to zero. This gives us a lower bound on
the uncertainty that we can expect.

In Figure 4.1 we plot the Monte–Carlo results for this case. We can see that the
Mone–Carlo simulation and the analytical calculations from [104] are in agree-
ment. For 2–fold covariance, the noise to signal ratio decreases with increasing
λ. For 3– or 4–fold covariance, the noise to signal ratio has a minimum before
λmax < 0.5 and then starts rising slowly in the case of 3–fold covariance and
rather sharply in the 4–fold covariance. This makes it evident that the number
of hits per laser shot is a very important parameter to control, especially in
the cases of 3– and higher–fold covariances.

Often in real experiments, we cannot turn off lower ionization channels like
we did in the above simulations. In order to see the effects of these lower
ionization channels on the noise to signal ratio, we extend our Monte–Carlo
simulations to include these channels. To that end we set the double ionization
term to 1 and we fix the remaining parameters randomly from a uniform dis-
tribution over the range [0.5, 1.5]. This gives us a uniform ionization rate for
all of the ionization channels as a starting point13. In order to reflect the curse
of double ionization we discussed in Equation 4.6, we multiply λA0 and λB0 by
a predetermined factor so that λAB is at least a factor of 5 smaller than the
single ionization λ’s. If we run this simulation for e.g. triple ionization, then
we would multiply the second ionization λ’s by this factor and the single ion-
ization λ’s by the square of this factor. In essence, we are creating a geometric
hierarchy of λ’s pursuant to Equation 4.6. Lastly, in order to simulate the

12This is likely experimentally not realizable.
13The particular choice of these lower order ionization channels play no role and therefore,

we choose them “randomly” instead of picking particular values by hand.
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(a) Monte Carlo Simulation (b) Figure 3 from [104]

Figure 4.1: The single shot noise to signal ratio obtained as a function of
the expected number of higher ionization channel λAB for 2–fold, λABC for
3–fold and λABCD for 4–fold covariance in the case where only these highest
fragmentation channels are turned on. Figure (a) shows the Monte–Carlo
Simulation and figure (b) shows the analytical results from [104] (reproduced
with permission)

effects of number of hits per laser shot on the uncertainty, we multiply all of
the λ’s by a “pressure factor” à la Equation 4.3. In an actual experiment, one
would change the pressure in the vacuum chamber in order to yield a desired
count rate, hence the name “pressure factor”. We then count the number of A+

ions and B+ ions in all of the laser shots, so that in the end we have a dataset
of number of A+ and B+ ions with “unknown” double ionization rate λAB.
We then estimate this value using the covariance method. A numerical ex-
periment consists of drawing N = 500, 000 samples from this distribution and
subsequently estimating the highest ionization term. We subsequently repeat
an experiment with the same λ’s 30 times in order to estimate the variance.

Note that this simulation scheme describes the worst case scenario because
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(a) 2–fold covariance (b) 3–fold covariance

(c) 4–fold covariance

Figure 4.2: Monte Carlo simulation results for noise to signal ratio for the 2,3
and 4–fold covariance technique as a function of average number of hits per
shot.

we turned on all of the background lower ionization channels. In any given
molecular system, it is very likely that only some of the background lower
ionization channels will be realized. By comparing the most optimistic regime
with the most pessimistic regime, we can get a better understanding of the
range of experimental uncertainty. In Figure 4.2 we display the results of the
simulation with all of the background lower ionization channels turned on. On
the x–axis we plot the number of average hits per laser shot. We plot average
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hits per shot as it is the experimental parameter we have most direct access to,
unlike λmax the average number of highest ionization channel. Furthermore,
on the y–axis we plot the absolute noise to signal ratio, rather than the single
shot noise to signal ratio, which is greater by a factor of

√
N .

We see that in the case of 2–fold covariance, the signal to noise improves with
average number of hits per shot with diminishing return above 1 hits per shot.
In experiments, we typically aim for around 10 hits per shot, as this provides
ample statistics without overwhelming the detector. The cases for three and
four fold covariance are more interesting and show an increase in the noise
with increasing number of hits per shot. In Figure 4.2b we see that the opti-
mal hits per shot for 3–fold covariance is around 0.1 to 10 with the minimum
around 0.2. For this reason, we generally do not exceed 10 hits per shot when
performing 3–fold covariance experiments. For 4–fold covariance, the noise
scales much faster than the previous two cases, with optimal hits per shot be-
ing around 0.1. Therefore, if we are performing an experiment to probe 4–fold
fragmentation of a molecule, keeping the number of hits per shot below 5 is of
paramount importance.

4.4 Background Subtraction for Coincidence
Measurements

As we discussed in subsection 4.2.1, performing coincidence experiments can
be very time consuming. For this reason, the coincidence community has de-
vised a background subtraction scheme to subtract the false coincidences. To
the author’s knowledge the first time this background subtraction scheme is
discussed in [86] but has been in wide usage since [85, 109–111].

Suppose we want to do a coincidence experiment with ions A+ and B+. Let’s
assume that in the preprocessing step all of the events with multiple A+ ions
or B+ ions are removed, so that NA, NB ∈ {0, 1}. In this case the quantity
NA,iNB,i indicates whether there was a coincident A+ and B+ in the laser shot
i, as it is non–zero if and only if NA,i and NB,i are both equal to 1. It is then
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natural to average this quantity over all laser shots:

RawCoincidence =
1

N

N∑
i=1

NA,iNB,i (4.27)

Of course, this quantity overcounts because there could be plenty of false
coincidences. The idea for the subtraction of the false coincidences is as follows:
If we picked an A+ ion from laser shot i and B+ ion from laser shot i + 1,
they are necessarily uncorrelated. Therefore, the quantity NA,iNB,i+1 gives an
estimate of the false coincidences. One can then subtract this quantity with a
parameter α that is matched experimentally to minimize the false coincidences
(see Supplementary Information in [85]).

Ĉ :=
1

N

N∑
i=1

NA,iNB,i −
α

N

N∑
i=1

NA,iNB,i+1 (4.28)

The Equation 4.28 looks very similar to the covariance estimator in Equa-
tion 4.25. In fact, Ĉ is an estimator of the covariance. We can see this by
taking the expectation value of Ĉ:

〈
Ĉ
〉

=
1

N

N∑
i=1

〈NA,iNB,i〉 −
α

N

N∑
i=1

〈NA,iNB,i+1〉 (4.29)

=
1

N

N∑
i=1

〈NA,iNB,i〉 −
α

N

N∑
i=1

〈NA,i〉 〈NB,i+1〉 (4.30)

=
1

N

N∑
i=1

〈NA,iNB,i〉 −
α

N

N∑
i=1

µAµB (4.31)

=
1

N

N∑
i=1

(
〈NA,iNB,i〉 − µAµB

)
− (α− 1)µAµB (4.32)

= cov(NA, NB)− (α− 1)µAµB (4.33)

In step 2 we used the fact that different laser shots are statistically independent
and in the last step we used the definition of the covariance (Equation 4.14).
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Note that this estimator is a biased14 estimator of the covariance for α 6= 1.
The bias is given by

Bias(Ĉ) :=
〈
Ĉ
〉
− cov(NA, NB) = (1− α)µAµB (4.34)

If µA and µB are less than 1, and α is close to 1, the bias of the estimator could
be negligible. Furthermore, it is not obvious, whether this bias plays any role
in experimental measurements. Both covariance and coincidence background
subtraction techniques are tools to understand and isolate a fragmentation
channel, so the adequacy of estimator depends on the use case. If one wants
to study the branching ratios of various fragmentation channels, the bias might
play a role especially at higher count rates. If one is interested in dynamics
of a particular channel, it might not play any role, apart from reducing the
contrast of the signal.

4.5 A Study of Photo–ionization with Covari-
ance

So far we have been only concerned with the number of ions of a given species
i.e. the yield of an ion species. As we have outlined in subsection 2.3.2, we
record the 3D momenta of ions, which leads to a refinement of the covariance
technique we outlined. We can simply upgrade the yield NA to a momentum
resolved yield NA,p and still utilize all of the covariance formalism.

In practice, we rarely look at two–particle covariance, where both particle’s
3D momentum are resolved, as this produces a 6D plot that is hard to visual-
ize and interpret15. Instead, we often isolate one direction of the momentum

14The word “bias” has negative meaning in colloquial usage (e.g. biased media outlet).
Here we use the word bias in strictly statistical terms and do not take a position on which
estimator is a better one. In fact, one of the recent publications that the author co–authored
uses an estimator of this type [105, 106], as it was computationally cheaper to implement.

15At least it is hard for humans to interpret, machine learning methods might play a role
in understanding such refined quantities.
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of both fragments e.g. cov(NA, pz , NB, pz). Alternatively we can look at 2D
spectrum of one fragment in covariance with another. Mathematically, this
amounts to a covariance of the form cov(NA,p, NB). In general, one can apply
this technique to any observable that can be constructed out of the momenta
of the fragments, such as the angle between them or the total kinetic energy
release from both particles.

4.5.1 ToF-ToF Type Covariance

Figure 4.3: Chemical Formula (left) and ball and stick figure (right) of 1,4
Cyclohexadine where gray atoms refer to carbon and white atoms to hydrogen.

For setting experimental parameters, as well as understanding the resulting
dynamics, one of the most useful two–fold covariance is the time of flight re-
solved one. Recall that time of flight is used to identify the ion species as well
as for reconstructing its momentum in the z–axis. Therefore, the ToF–ToF
covariance gives an overview of possible fragmentation channels we might be
inducing for given experimental parameters.

We performed a strong field ionization experiment on 1,4–Cyclohexadiene (1,4–
CHD), which has the chemical formula C6H8 and is depicted in Figure 4.3. We
use 30 fs pulses out of the amplifier at 2mW average power, which approxi-
mately corresponds to 50TW/cm2 laser intensity at focus. The background
pressure in the chamber was 3 × 10−10 Torr and the sample pressure in the

68



chamber was at 9 × 10−9 Torr. On average, there were about 2 hits per laser
shot and the entire dataset was taken for one hour.

In Figure 4.4 we present the ToF–ToF covariance as well as the mass cali-
brated version of it for easier identification of fragments. At a glance, there
are several features one can identify. First of all, the plots are symmetric along
the diagonal, which is reflected in the symmetry of the covariance function.
Second, there are circular blobs with non–zero covariance (V–VIII), as well as
much more prominent anti–diagonal lines (I–IV). Finally, there are apparent
correlations that much less prominent e.g. around IX. We discuss each of these
features and their physical meaning below. A summary of the peaks and pos-
sible fragmentation channels that these peaks correspond to, can be found in
Table 4.1. We will motivate and discuss these assignments in the rest of this
chapter.

Peak Mass/Mass Location Break–up Channel Candidates
Ia 65/15 C5H5

+/CH3
+

Ib 63/15 C5H3
+/CH3

+

II 53/27, 52/27, 52/26 C4Hx
+/C2Hx

+

III 39/39 C3H3
+/C3H3

+, Br++/Br++(unlikely)
IV 39/15 Br++/CH3

+(?)
V 38/14 C3H2

+/C2H3
+/C1H2

+

VI 27/14 C3H2
+/C2H3

+/C1H2
+

VII 38/27 C3H2
+/C2H3

+/C1H2
+

VIII 27/27 C2H3
+/C2H3

+/C2Hx
+

Table 4.1: Summary of break–up channels for 1,4–Cyclohexadine
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(a) Time of Flight–Time of Flight covariance

(b) Corresponding Mass–Mass covariance

Figure 4.4: Time of Flight–Time of Flight covariance of strong field ionization
of 1,4 Cyclohexadine. The experiment was performed with a single 30 fs pulse
with approximate intensity of 50TW/cm2.



We first start with the spurious correlations, which are an artifact of the sta-
tistical tool we are using and use peak IX as an example of such a spurious
correlation. This peak, would correspond to a correlation of a fragment with
mass 78 amu with another fragment with the same mass. Clearly, since the
parent molecule has mass 80 amu, there cannot be two fragments with mass
78 amu that correlate. In fact, this is the reason that the upper diagonal of the
plot is largely empty because any correlation above the diagonal correspond
to two fragments, whose masses added together exceed the parent molecule
mass. Because of the statistical nature of the covariance technique, we can
only achieve zero covariance statistically. This means that in the limit of infi-
nite number of laser shots, we would indeed get zero correlation and for finite
number of laser shots, we are left with fluctuations around zero. In the in-
troduction we referred to the “fuzziness” of the covariance technique, this is
precisely how this “fuzziness” manifests itself in actual experimental measure-
ments. In what follows, we will ignore these unphysical correlations.

One of the most prominent features in Figure 4.4 are the anti–diagonal lines
(I-IV). These anti–diagonal lines are a consequence of momentum conserva-
tion and indicate that there is a two–body dissociation. If the parent molecule
breaks up into two fragments, the fragment momenta satisfy16 pA + pB =
const ≈ 0, which is a result of momentum conservation as the parent molecule
has negligible momentum. We note that such momentum conserving anti–
diagonal lines might also appear, if there is a three body break–up such that
the third body does not carry away significant momentum. We can check
whether a break–up is truly two body break–up by adding the masses of the
fragments and comparing the sum to the mass of the parent molecule.

Finally, there are circular blobs (V–VIII), which indicate break–ups into more
than two bodies, where each body carries comparable momentum. In Fig-
ure 4.4 we can identify two of the three fragments but the third fragment is
difficult to determine without further analysis. In order to interpret and iden-
tify these channels, we resort to three–fold covariance technique on the same

16In reality the parent molecule starts with some thermal energy kTroom ≈ 25 meV, how-
ever this is negligible compared to order several eV that the fragments carry as a result of
the fragmentation.
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dataset and discuss these channels in subsection 4.5.3 and continue with the
discussion of the two–body fragmentation channels (I–IV)

The most prominent signal comes from the anti–diagonal lines at masses 15
and 65 as well as 15 and 63 (Peaks Ia and Ib). While the first breakup isn’t a
two body breakup as the masses do not add up to 80, the ejection of hydrogens
does not alter the momentum sum of the two large fragments appreciably. We
interpret these channels as the breakup of 1,4–CHD into CH3

+ and C5H5
+or

C5H3
+ respectively.

Figure 4.5: Zoomed view of Peak Ia and Ib from Figure 4.4, showing the
correlation between fragments CH3

+/C5H5
+and CH3

+/C5H3
+

At the first glance, the presence of CH3
+ is surprising as the parent molecule

does not have a CH3 group. In Figure 4.5 we zoom in on this region in or-
der to provide more evidence that the peak indeed is at mass 15 and not 14,
which would correspond to CH2

+. In order to see a dissociation into CH3
+

there needs to be a proton migration in the dication. Such proton migration
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has been observed in similar systems and is relatively common [46, 112, 113].
A time resolved experiment can help identify the time scales for this proton
migration. Combining a time resolved experiment with the covariance, similar
to the one we perform in chapter 5 would be very interesting in understanding
the details of the proton transfer. For example, one could look for the following
signature to identify the time scales of the proton transfer: For low delays one
could observe a correlation of CH2

+ and C5H6
+, which gives rise to a correlation

between CH3
+ and C5H5

+as the pump–probe delay increases. We leave such a
measurement for a future study and continue with the discussion of Figure 4.4.

We see a similar collection of anti–diagonal line around masses 26 and 54
(Peak II) and there are likely three possible disassociation channels with vary-
ing number of hydrogens attached to each of the fragments. With certainty
we can assign these channels as a breakup of a fragment with 4 carbon atoms
and 2 carbon atoms i.e. C4Hx

+/C2Hx
+. However, the exact number of hy-

drogen atoms in both of these fragments is difficult to determine as they are
overlapping and none of them is dominant. The likeliest candidates for these
break–up channels are C4H5

+/C2H3
+, C4H4

+/C2H3
+ and C4H4

+/C2H2
+.

We assign the anti–diagonal Peak III to the break–up channel C3H3
+/C3H3

+i.e.
a symmetric break–up of the parent molecule, less two hydrogens, which we do
not expect to carry away appreciably momentum. There is however another
candidate assignment, which can come from residual halogenated methanes
that were used for different experiments17. In this light, Peak III might cor-
respond to a correlation between two doubly charged bromine atoms, coming
from e.g. a dissociation of CH2Br2. However, at the intensities this measure-
ment was taken, it is very unlikely that quadruple or higher ionization takes
place. Hence, we feel confident in assigning Peak III to the symmetric break–
up channel C3H3

+/C3H3
+.

A similar confusion of fragments is also present for Peak IV. In fact, we re-
frain from interpreting this peak conclusively but will offer some possibilities.
It is located at masses 15 and 39 and they form an anti–diagonal line, indi-

17Empirically, samples containing halogens like clorine, bromine and iodine are difficult
to pump out.
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cating that momentum of these fragments is conserved. Furthermore, note
that in Figure 4.4a the angle of the anti–diagonal line is different from 45◦,
which indicates that one of the fragments is doubly charged, while the other
is singly charged18. We infer the mass information from the time of flight by
ToF ∝

√
m/q and the time of flight to momentum conversion assumes that

the fragment is singly charged and therefore, if the charges of the fragments
are different, the angle of the anti–diagonal line is modified by the ratio of the
charges. We offer two possibilities for this peak: it could be a fragmentation
channel with masses 30/39 or 15/78. In the case of 1,4–CHD the former possi-
bility would correspond to C2H6

++/C3H3
+, which is not possible as the number

of hydrogens exceed those that are in 1,4–CHD. The measurements are also
compatible with C2H5

++/C3H3
+, however such a radical rearrangement of hy-

drogens to form C2H5 is extremely unlikely. Furthermore, this would still be a
three body break–up, and therefore unlikely to yield a momentum conserving
anti–diagonal line.

The other possibility is that this channel corresponds to fragments with masses
15/78, which precludes 1,4–CHD as the parent molecule. This could corre-
spond to triple ionization of a background halogenated methane e.g. CH3Br
and subsequent break–up into CH3

+ and Br++. This assignment also seems
unlikely for two reasons. First, there are two isotopes of bromine with ap-
proximately equal natural abundance: 79Br and 81Br. While 79Br++ would be
compatible with the measurements, the absence of 81Br++ seems to rule out
this interpretation. Second, the ratio of partial pressure of any background gas
to 1,4–CHD is at least two orders of magnitude lower and thus, it is unlikely
to yield such a prominent signal.

4.5.2 N–xy Type Covariance

We can further study momentum resolved fragments in covariance with an-
other fragment i.e. cov(NA, NB,p) type covariances. This would give us the
momentum resolved distribution of fragment B in covariance with fragment
A. In Figure 4.6 we present these covariances for each combination of C1Hx,

18Here we assume as before that we at most triply ionize any sample.
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C2Hx, . . . , C5Hx. Note that there is no symmetry as in previous cases because
we break the symmetry explicitly by choosing to resolve one of the fragment’s
momentum and not the other.

In Figure 4.6 we see a narrow circular feature for each combination of frag-
ments whose number of carbons add up to 6. This can be understood from
the point of view of energy conservation. The fragments are born with the cer-
tain energy and because we do not orient molecules, all of the directions are
equally likely to be present, however the momenta have to add up to the total
energy of the fragmentation E ∝ p2x + p2y + p2z ≈ const, which is the equation
of a sphere. The two dimensional projection of this sphere is consequently a
narrow circular feature.

Figure 4.6: N–xy type covariances. The identity of the x,y resolved yield of a
fragment is listed on the left and the covariant partner is listed below.

For three–body breakups, the circular feature is not as pronounced as two–
body breakups but is thicker, which is a consequence of the fact that the third
body carries away some energy. We can see this thicker feature in Figure 4.6 in
the spectrum of e.g. C2Hx in covariance with C1Hx. Note that in the spectrum
of C3Hx in covariance with C1Hx we see a smaller thin circle, surrounded by a
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larger circular feature. The smaller thinner circle is likely a consequence of a
two body break–up i.e. Peak IV. However, as we discussed previously we do
not conclusively identify this channel. The larger circular feature comes from
a three body disassociation, which we discuss further below. Note that the
three body dissociation is more energetic than the two body dissociation and
thus, the circular feature has a larger radius.

In the previous section we identified Peak II as a dissociation of 1,4–CHD
into C2Hx and C4Hx with various numbers of hydrogen atoms. The reader
might have been skeptical of this assignment given that there is no prominent
anti–diagonal feature for Peak II in Figure 4.4 as dissociation channels with
different partitions of hydrogen overlap in time of flight plots. Looking at
mixed covariances helps resolve this issue. Since the energy release from the
dissociation for these channels with varying number of hydrogens are likely to
be very similar, they are all mapped to approximately the same position in the
x–y plane. Consequently, we see thin circular features in the spectrum of C2Hx
in covariance with C4Hx and similarly in the spectrum of C4Hx in covariance
with C2Hx. This is consistent with the fact that Peak II indeed represents a
collection of two body break-ups with different partitions of hydrogens.

Finally, we want to discuss pairs of fragments for which there is vanishing
covariance in Figure 4.6. Recall that the upper diagonal of Figure 4.4 was
largely empty as the sum of masses of the fragments in this region exceeds the
parent mass. Similarly, in Figure 4.6 there is vanishing correlation for plots
in the lower diagonal as the sum of the number of carbon atoms for those
fragments exceed the the number of carbon atoms in the parent molecule and
thus, there cannot be any such dissociation channel.

4.5.3 3-fold N–ToF–ToF Type Covariance

By examining covariances between three fragments, we can isolate triple ion-
ization channels (Peaks V-VIII in Figure 4.4). We resolve two of the fragments
in their time of flight and leave the third one unresolved i.e. we study mixed
covariances of type cov(NA, NB, pz , NC, pz). By changing the pair of fragments
that are time of flight resolved, we can gain a holistic understanding of the
3–body breakup process.
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(a) Hidden Partner: C1Hx
+

(b) Hidden Partner: C2Hx
+

(c) Hidden Partner: C3Hx
+

Figure 4.7: Three–fold mixed covariances in which one of the fragments is not
resolved in time of flight. The partner that is not time of flight resolved is
shown in the figure captions. Both of the axes in all of the plots depict the
mass of the fragments in amu. The labels were removed to fit on single page.



In Figure 4.7 we present these 3–fold covariances. We can see that there
are two disassociation channels for the triply ionized parent molecule, namely
C2H3

+/C2H3
+/C2Hx

+channel and C1H2
+/C2H3

+/C3H2
+channel. We can lo-

cate the symmetric channel in Figure 4.7b as a strong correlation at masses 27
and 27. Along with the third “hidden” partner C2Hx

+ that is not time of flight
resolved, this gives rise to the disassociation channel C2H3

+/C2H3
+/C2Hx

+.

Staying with the same plot, we can see that there is a weaker covariance
at masses 14 and 38, which we interpret as C1H2

+ and C3H2
+ respectively.

This gives rise to the disassociation channel C1H2
+/C2H3

+/C3H2
+. Unlike

the symmetric disassociation channel into C2Hx
+ ions, we can double check

this asymmetric channel by rotating which pair of fragments is time resolved.
In Figure 4.7a we plot the 3–body covariance with the C1Hx as the hid-
den partner. Here we see that there is a prominent correlation at masses
27 and 38, which bolsters the interpretation of this breakup channel being
C1H2

+/C2H3
+/C3H2

+. Similarly in 4.7c we see that there is a prominent cor-
relation at masses 14 and 27, again consistent with our assignment of this
dissociation channel.

4.6 Conclusion
In this chapter we discussed probabilistic foundations of experimental mea-
surements and introduced the covariance technique. We compared coincidence
measurements with covariance measurements and demonstrated that the back-
ground subtraction scheme in coincidence experiments is an estimator of the
covariance of two fragments. Furthermore, we run Monte–Carlo simulations to
estimate the uncertainty of the covariance estimator and discussed the optimal
count rates for 2–, 3– and 4–fold covariance experiments.

Lastly, we used the covariance formalism with momentum resolved yields
of fragments to study the 2– and 3–body fragmentation channels of 1,4–
Cyclohexadine upon strong field ionization. We identified a proton transfer
process in the dissociation channels CH3

+/C5H5
+and CH3

+/C5H3
+and sug-

gested an experimental scheme to identify the time scales associated to the
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proton transfer. Furthermore, in Table 4.1 we summarized all of the experi-
mentally observed fragmentation channels and their interpretation as a disso-
ciation channel of 1,4–CHD.
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Chapter 5

Long Lasting Electronic
Coherences

5.1 Introduction
The interplay between the electronic and nuclear degrees of freedoms has been
an important piece in understanding the energy flow in molecules [114–118].
Such interactions play a role in many photo–physical processes such as photo–
isomerization [6–8], light harvesting [119, 120] and photo–protection of DNA
and RNA bases [9, 12, 121, 122]. The role of electronic coherences (i.e. su-
perposition of electronic states with well defined relative phase relationship)
in photo–induced molecular dynamics remains an active research area [13–21].
In what follows we will give a brief overview of this field as well as outline the
theoretical background for electronic coherences.

In atomic systems the electronic coherences can last for extended periods of
times as there are very few intrinsic mechanisms to disturb the coherence. In
atoms the loss of coherence is often related to thermal radiation as well as col-
lisions of atoms with a second body [123–125]. In molecular systems however,
the motion of nuclei after photo–excitation complicates the electronic dynam-
ics. Measurements of electronic coherences in molecules have been limited to
few femtoseconds [13–20] and recently, they have been demonstrated to last
as long as tens of femtoseconds [21].
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This ultrafast loss of electronic coherences in molecules can be understood
by the interplay between electronic and nuclear degrees of freedom. We can
describe the wavefunction Ψ of the molecule in Born–Oppenheimer approxi-
mation as:

Ψ(r,R, t) =a1(t)χ1(R, t)ψ1(r;R)

+ a2(t)χ2(R, t)ψ2(r;R) + · · · , (5.1)

Here ψi represents the ith electronic state of the molecule and χi represents the
nuclear wavefunction on the ith electronic state. As usual, R denotes nuclear
coordinates and r denotes electronic coordinates. In general the coefficients ai
depend on time, in order to account for changes in population due to internal
conversion or intersystem crossing.

One can generate a superposition state like in Equation 5.1 by multi–photon
excitation of a few cycle pulse (<10 fs) so that the excitation is restricted
to the single subcyle that corresponds to maximum of the envelope function
[126–128]. Suppose that we are exciting the molecule to a state via n–photon
excitation. The spectrum of the few cycle pulse is very broad and with each
photon order the FWHM of the nth order excitation spectrum grows1 with√
n. Therefore, the range of states that we can excite with the laser pulses

increases with each photon order. Consequently, if there are states that are
accessible with n±1 photons, one expects these states to be populated as well
[127, 128, 131, 132].

Here we focus on the case that the neighboring states are separated by one
photon order, which is a natural choice given our photon energy (1.7 eV) and
molecular energies involved in the measurement. The initial excitation takes
place with at least four photons to reach the first few excited states and ab-

1The reader might be surprised that the nth order excitation spectrum broadens with
each photon order. In the time domain the nth order spectrum is described by the nth

power of the field and by the Fourier convolution theorem, the spectrum is the n–repeated
convolution of a Gaussian with itself, which results in the

√
n broadening.
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sorbing more than 6 photons readily ionizes the molecule2. Hence, we either
excite the molecule with 4 and 5 photons or 5 and 6 photons i.e. with one
photon order separation in both cases. Of course 4 and 6 photon excitation is
also possible, but we think that this is a subdominant excitation process.

Let’s take the special case of Equation 5.1 with only two states. Then, the
off–diagonal density matrix element that describes the electronic coherence is
given by

ρ12(R, t) = a1χ1(R, t)a
∗
2χ
∗
2(R, t) (5.2)

Looking at Equation 5.2 we can identify the main mechanisms for electronic
decoherence in molecules. The first mechanism is the potentiality for the loss of
the complex nuclear wavefunction overlap χ1(R, t)χ

∗
2(R, t). The other mecha-

nism is that the coefficients ai can decrease due to population loss mechanisms
like conical intersections or inter–system crossings. There are numerous studies
on the dominant decoherence mechanism in molecules and which mechanism
dominates depends on the details of the molecular system [19, 21, 116, 135–
139]. Note that if the potential energy surfaces for electronic states 1 and
2 are approximately parallel, both of these decoherence mechanisms can be
suppressed. By definition, there cannot be conical intersections or intersystem
crossings for parallel states. Furthermore, the loss of complex overlap func-
tion is minimized as the wavefunctions propagate on approximately parallel
surfaces.

In order to study electronic coherences, we perform a pulse shape parameter
scan, where we parameterize the pulses by the delay and the relative phase
between the two pulses. We can describe the pump and probe pulses as follows:

Epu(t) = E0(t) cos(ω0t) Epr(t) = E ′0(t− τ) cos(ω0(t− τ)− φL) (5.3)

where, φL describes the relative phase between the laser pulses, ω0 the laser
2The ionization potential of 3F–Acetone is reported to be 10.67 eV in [133] and 11.00 eV

in [134].

82



Figure 5.1: Left panel: Potential energy curves and excitation scheme. We
excite 3F–Acetone to a pair of high-lying Rydberg states, which are separated
by one photon energy. Subsequently the molecule is doubly ionized with a
probe pulse. Right Panel: Shaped, phaselocked pump and probe pulses de-
picted interacting with 3F–Acetone. The resulting velocity distribution of ions
are recorded using velocity map imaging apparatus. Created by the author
for publication in [126].

frequency, τ the delay between the pump and the probe pulse and E0 (E ′0) are
the envelope functions of pump (probe) pulses. In our experiment, we con-
sider n–photon absorption to state 1 and (n + 1)–photon absorption to state
2 initiated by the pump pulse (see Figure 5.1). Subsequently, the probe pulse
doubly ionizes the molecule and we record the momentum resolved yields of
resulting fragments as a function of pulse shape.

The recorded dication yield Y as a function of pulse shapes can be described
as follows [126, 128]:
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Y (R, t) = |a1|2|b1|2 + |a2|2|b2|2 + b1b
∗
2ρ12(R, t) + c.c. (5.4)

where b1 describes the probability amplitude of m–photon ionization to the
ground state of the dication from state 1 and b2 similarly describes that of
(m − 1)–photon ionization from state 2 to the same state. In perturbation
theory, one would write for m– or (m− 1)–photon absorption:

b1 ∼ 〈f | (µ ·E)m |1〉 b2 ∼ 〈f | (µ ·E)(m−1) |2〉 (5.5)

We wrote ∼ instead of equality because the simple perturbation theory cannot
capture the strong field dynamics in the laser pulse. Nevertheless, we assume
that it captures the main aspects of the excitation. We therefore write:

b1(t) = Q1f
(
Epr(t)

)m
b2(t) = Q2f

(
Epr(t)

)(m−1) (5.6)

where Qi f describes the matrix element for each pair of states. We also note
that we do not orient molecules, so these matrix elements are understood to be
integrated over all initial orientations. Integrating t over the pulse duration,
we arrive at the formula for the yields [128]:

Y (R, τ, φ) =|a1|2
∣∣Q1f (E

′
0)
m
∣∣2 + |a2|2

∣∣Q2f (E
′
0)
m−1∣∣2

+ a1a
∗
2Q1fQ

∗
2f(E

′
0)

(2m−1)eiφLρ12(R, τ) + c.c. (5.7)

In this expression, we see how we can study the presence of electronic coher-
ences experimentally. As we vary the relative phase φL between the pump and
the probe pulses, the yield Y modulates over a background that is independent
of the presence of coherent electronic states. Note that if the coherent states
were separated by K photon orders, then the yield would modulate like eiKφL
and consequently K times as we varied φL from 0 to 2π. The fact that the
yield is modulated like eiφL is a direct consequence of the fact that the states
were separated by one photon order.
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5.2 Experimental Setup
The details of the experimental apparatus was discussed in chapter 2. Here
we give important details pertinent to the experiment at hand. In order to
probe electronic coherences, we generate two pulses (∼7 fs) with the pulse
shaper and perform pump–probe experiment on triply–fluorinated acetone
(3F–acetone) as a function of relative phase and delay between the pulses.
The molecule 1,1,1-Trifluoroacetone is closely related to acetone, where one of
the CH3 groups in acetone is replaced by a CF3 group. A ball and stick figure
of 3F–acetone is shown in Figure 5.2.

Figure 5.2: Ball and stick figure of 1,1,1-trifluoroacetone. White atoms refer
to hydrogens, red atoms to oxygen, gray atoms to carbon and green atoms to
fluorine

In order to create two pulses with given delay and relative phase between
them we make use of the pulse shaper. Recall from subsection 2.2.3 that we
can generate arbitrary pulses by writing a mask on the spectrally resolved
pulse (cf. Equation 2.8). In this experiment we make use of a mask of the
form:

M(ω) = Atot

(
1 + Arel exp

(
i τ(ω − ωL) + iφL

))
, (5.8)

where Atot controls the overall amplitude of both pulses, Arel the relative am-
plitude, φL the relative phase and τ the relative delay between the two pulses.
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In the time domain this mask creates the following pulses (cf. Equation 5.3):

Epu(t) = E0(t) cos(ω0t) Epr(t) = AtotArelE0(t−τ) cos(ω0t− τ(ω0 − ωL)− φL)
(5.9)

The quantity ωL is called the locking frequency and the electric field at this
frequency interferes constructively for all delays i.e. the relative phase between
the two pulses are “locked” at this frequency. In Figure 5.3 we plot a simu-
lated spectrum E(ω) for a pump–probe signal with locked frequency as well as
pump–probe signal in a typical Michelson interferometer, which formally has
a locking frequency of 0.

Figure 5.3: Simulated pump–probe spectrum E(ω) with locked frequency at
central frequency (i.e. 10) (left) vs. Michelson interferometer, which formally
has a locking frequency at zero (right)

While performing pump–probe scans with the pulse shaper, we have inde-
pendent control over phase and delay between the two pulses. In a typical
Michelson interferometer, one does not have an independent control over the
relative phase and the delay (cf. Figure 5.3). To put it in the terminology of
pulse shaping, in a Michelson experiment there is no way of controlling ωL or
φL. By performing pump–probe scans with different locking frequencies and
averaging them, we can perform a phase averaged pump–probe experiment.
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Since the electronic contributions depend on the relative phase between the
pulses, by averaging the relative phase between the pulses we aim to average–
out electronic contributions and therefore probe the nuclear dynamics directly
as they do not depend on the phase between the two pulses.

As discussed in the previous section, we can identify electronic coherences by
performing an experiment where we vary the relative phase between the pulses.
However, such a phase sensitive measurement is highly non–trivial. First, such
a measurement is easiest to perform when the pump and probe pulses prop-
agate on the exact same beam paths, since optics on different paths can lead
to disparate phase accumulation and the exact optical path length might be
very difficult to control. The pulse shaper is an indispensable tool to overcome
this difficulty. Since the pulse shaper creates both of the pulses collinearly, the
optical path lengths of pump and probe pulses are automatically the same.

Another potential problem is the possibility of optical interference of pulses.
While two pulses that are separated by a delay longer than the pulse dura-
tion cannot interfere, hollow–core fiber broadened spectra often3 have pre– or
post–pulses as self–phase modulation produces structured spectra. When we
use the pulse shaper to create the pump and the probe pulses out of this struc-
tured spectra, we are creating two pulses that could have pre– or post–pulses.
Clearly, if e.g. the main pulse of the pump pulse interferes optically with the
pre or post–pulse of the probe pulse so that the effective laser intensity varies
as the pulses constructively and destructively interfere, we would get variation
in yields of fragments, without probing any dynamics. In section 5.3 below we
discuss in detail how we ruled out optical interference.

5.3 Ruling Out Optical Interference
Ruling out optical interference of pump and probe pulses with their potential
pre– and post–pulses is of paramount importance. In order to characterize the
temporal shape of the pulses we performed pulse shaper assisted CFROGs. In

3Self–phase modulation produces spectra with modulations [129, 130]. In the time do-
main, such modulations result in pre– or post– pulses.
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Figure 5.4: Spectrum and reconstructed CFROG. Created by the author for
publication in [126].

Figure 5.4 we provide the spectrum out of the hollow–core fiber as well as the
reconstructed CFROG. Note that the FWHM duration of the pulse is about
7 fs and there is indeed a pre– or post– pulse at around ±20 fs. Furthermore,
there is some intensity extending out to ∼50 fs with diminishing intensity. For
this reason, we only performed scans of relative phases with pulses that are
separated by more than 85 fs delays, which is well outside of the range that
the pre– or post–pulses can optically interfere with the main pulse.

Another evidence for the lack of optical interference of pulses comes from the
dynamics. If the optical interference was the main driver of the modulations,
then all of the fragments would follow the same trend because modulations
would be driven by the change in laser intensity as the two pulses interfere
constructively and destructively. In Figure 5.5, we extract the yield of two
fragments (CF3

+and CF2
+) from the same dataset. We can see that the co-

variant yield of CF3
+ and the yield of CF2

+ are out of phase with each other
as opposed to in phase, which would be the case if the yields of the fragments
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Figure 5.5: (a) Energy resolved yield of CF3
+ in covariance with CH3CO+ as

a function of the relative phase (b) Lineout of the above graph for CF3
+ and

yield of CF2
+ as a function of the relative phase. Created by the author for

publication in [126].

were to be modulated by the change in intensity4. This indicates that the
modulations seen in Figure 5.5 cannot be explained by optical interference.
We note that the phase offset between the CF2

+ and CF3
+ yields are interest-

ing in of themselves but for the current work we mainly use this offset to rule
of optical interference and do not attempt to interpret what the cause of such
an offset might be.

5.4 Experimental Results

5.4.1 Vibrational Dynamics

We measure the 3D momenta of fragment ions using the velocity map appa-
ratus discussed in subsection 2.3.2. The ability to study ions in covariance
(cf. chapter 4) allows us to gain deeper insights into nuclear dynamics, as it

4We expect the intensity dependence of these two fragments to be similar
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allows us to focus on particular fragmentation channels. In this study of 3F–
acetone, we focus on the disassociation of 3F–Acetone along the CF3–CH3CO
bond, which is beautifully captured by covariant velocity map imaging. Fur-
thermore, using the pulse shaper (cf. subsection 2.2.3) we study this disasso-
ciation channel as a function of the pulse shape, in particular as a function of
the pump–probe delay and the relative phase between the two pulses.

With the pump pulse we initially excite the molecule to a pair of high–lying
states of the neutral molecule5. Subsequently, the probe pulse doubly ionizes
the molecule and the resulting molecular fragments are recorded (see Fig-
ure 5.1). The recorded kinetic energy release of the fragments varies with
their time dependent separation à la Coulombic repulsion6. By recording the
fragments in covariance, we can both calculate the kinetic energy release from
both of the fragments.

In Figure 5.6 we present the pump–probe measurement on 3F–Acetone, which
shows the kinetic energy release (KER) from CF3

+ and CH3CO+ in covariance
as a function of the pump–probe delay. We estimate that the pump intensity
is 230TW/cm2 and the probe intensity is 550TW/cm2. The locking frequency
for this scan was set to ωL = 2.51× 1015 rad/s, which corresponds to a central
wavelength of 750nm. As we discussed in detail in chapter 4, measuring these
two ions and checking for momentum conservation allows us to uniquely iden-
tify the disassociation channel as the bond between CF3 and CH3CO.

There are three important features in Figure 5.6(a): (1) the kinetic energy
release decreases with increasing pump–probe delay, (2) the KER yield mod-
ulates with period 33 ± 5 fs (3) an unchanging yield around 5.5 eV. We now
discuss each of these features and their interpretation in terms of molecular
dynamics.

The monotonic decrease of KER as a function of pump–probe delay is in
5This interpretation is explained further by the evidence presented later in this section.
6Here we are assuming that the dicationic potential is steep enough (in other words

Coulombic enough) so that we can map the kinetic energy release in the dication to the
nuclear separation in the neutral. We note however, that even if the dicationic potential
deviates slightly from a Coulombic potential, the basic interpretation still holds.
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Figure 5.6: In (a) we plot the kinetic energy release from CH3CO+ and
CH3CO+ in covariance as a function of the pump–probe delay at a locking
frequency of ωL = 2.51 × 1015 rad/s. In (b) we plot the lineout of figure (a)
between the white lines, as well as the phase–averaged covariant yield as a
function of pump–probe delay. In the inset (c) we plot the Fourier analysis of
the phase–averaged signal. Created by the author for publication in [126].

line with the interpretation of disassociation along the CF3–CH3CO bond (cf.
Figure 5.1). As the distance between CF3 and CH3CO increases, the kinetic
energy release from double ionization decreases like 1/R, where R is the dis-
tance between these two groups. This is consistent with the interpretation that
the KER is dominated by the Coulombic energy between CH3CO+ and CF3

+

at the time of double ionization (i.e. arrival of probe pulse). In Figure 5.6(a)
we indicated this Coulombic trend with white lines7.

7We measure the difference between the neutral and the dicationic potentials. Since
the neutral potential is relatively flat, the difference is mostly dominated by the Coulombic
dication potential.
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The second feature is the periodic modulation of the covariance yield with a
period of 33± 5 fs. We interpret this periodic modulation as coming from nu-
clear vibrations during disassociation. The period of the modulations matches
periods of vibrational modes of the molecule and we expect such nuclear dis-
placements to modulate the kinetic energy release of the dication.

Mode Assignment [140] Frequency [cm−1] Period [fs]
1 C–C–C symmetric stretch 774 43
2 CH3 symmetric rock 962 35
3 CH3 antisymmetric rock 1027 32
4 CF3 symmetric stretch 1131 29
5 CF3 antisymmetric stretch 1189 28
6 CF3 antisymmetric stretch 1258 27

Table 5.1: Various vibrational exitations of 3F-Acetone which have a period
around 33± 5 fs at the Frank-Condon point of the ground state calculated at
B3LYP level of theory, as well as one mode above and below the vibrational
period of 33± 5. Note that the naming convention is ambiguous as the vibra-
tional terminology is insufficient to describe complicated vibrational modes.
In Appendix D we display the displacement vectors of each of these modes.

In order to assign a vibrational mode to the modulations we see in Figure 5.6,
the author carried out electronic structure calculations for the ground state of
the neutral molecule. While the ground state vibrational modes along the dis-
association direction are dramatically different than that of the excited state
(since the molecule is disassociating), we assume that the calculations provide
a reasonable approximation for the directions that are still bound and help
us interpret the experimental results8. To that end we calculated the vibra-
tional spectrum of 3F–Acetone at the B3LYP/DEF2-SVP level of theory for
the ground state of the neural molecule. In Table 5.1 we list the calculated
periods of vibrational modes, which have periods within the experimentally

8Full computational treatment of the excited state vibrational modes of 3F–Acetone
can be carried out by computational chemists, whose expertise is better suited for such
calculations.
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obtained period of 33 ± 5 fs. We also listed one mode above and below the
experimental range of uncertainty for completeness.

While the experimental measurements are compatible with any one of the vi-
brational modes within the experimental uncertainty, we can have an educated
guess on which one is the likeliest excited mode. The vibrational mode that we
seek modulates the disassociative covariant yield in Figure 5.6. Therefore, we
don’t expect vibrations of the CH3 group to play a role in the disassociation
along the CF3–CH3CO bond. Similarly, CF3 symmetric stretch doesn’t affect
the bond length between CF3 and CH3CO appreciably. Hence, we suspect
that the antisymmetric CF3 stretch (Mode 5) is the likeliest candidate. Here
we note that the naming of vibrational modes comes from the most promi-
nent movement for that particular mode and is somewhat ambiguous. This is
because the terminology for vibrational modes was developed for a few atoms
and therefore, the terminology fails to accurately describe complicated vibra-
tions in molecules with many atoms. In particular, the vibrational mode that
we identify involves more than just the antisymmetric vibration of CF3 group.
Furthermore, an adjacent mode is also termed anti–symmetric CF3 stretch,
even though both of the modes are different modes as evidenced by disparate
vibrational periods. In Figure 5.7 we depict the displacement vectors for the
candidate CF3 anti–symmetric stretch (Mode 5) and in Appendix D we depict
the displacement vector for the all of the modes listen in Table 5.1.

In order to ground this interpretation further, we performed pump–probe mea-
surements at different locking frequencies. In all but one of them, we observe
a peak in the Fourier spectrum at 33± 5 fs. Furthermore, we averaged the co-
variant yield over different locking frequencies. This phase–averaged covariant
yield is plotted in Figure 5.6(b), as well as its Fourier spectrum in (c). Since
we observe this Fourier peak both in the phase–averaged yield and almost all
of the locking frequency scans, we can assign this modulation to molecular
vibration.

Finally, we see a constant background in Figure 5.6(a) around 5.5 eV, which
is a typical energy scale for double ionization. We believe this constant back-
ground to be probe only double ionization. If the probe pulse itself doubly
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Figure 5.7: Displacement vectors for antisymmetric stretch of CF3. Note that
all of the atoms take part in the vibration and not just the CF3 group. Created
by the author for publication in [126].

ionizes a molecule that wasn’t excited by the pump pulse, we expect to see a
constant feature in the KER plot. Note also the position of the constant back-
ground is at the same KER as the dynamics signal at low pump probe delays.
This furthers the interpretation that it is a probe only double ionization. We
will disregard this constant background as there’s no useful information in this
band from the point of view of molecular dynamics.

Since we observe as a disassociation along the CF3–CH3CO bond, the initial
electronic state of the molecule after the pump–excitation could be a pair of
high–lying Rydberg states of the neutral molecule or low–lying states of the
cation (cf. Figure 5.1 or Figure 5.8(a)). The phase dependent measurement
that we discuss below indicate that it is unlikely to be the low–lying states
of the cation, as these electronic states are unlikely to be parallel and exhibit
coherences.
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5.4.2 Electronic Dynamics

Studying phase–averaged pump–probe measurements shine a light on the vi-
brational dynamics. In order to gain a holistic understanding of both nuclear
and electronic dynamics, we can make use of phase dependent measurements
at a fixed delay. To that end we measured the kinetic energy of the CF3

+

fragment as a function of the relative phase between the pump and the probe
pulses. We confirmed using the covariance technique that this channel is in-
deed the same channel we talked about in the pump–probe measurements. We
chose to display the energy resolved yield of the CF3

+ fragment instead of the
covariant kinetic energy release from CF3

+ and CH3CO+ ions, as the statistics
for the former was better9. This can be understood from the calculations we
carried out for the uncertainty of the covariance estimator, as the noise to sig-
nal ratio increases going from the raw counts to the covariance (cf. Figure 4.1).

In Figure 5.8 we present the results of phase measurements at a pump–probe
delay of 95 fs. Note that we scanned the phase from 0 to 4π in order to bench-
mark the apparatus since a shift by 2π should yield the same results. As we
discussed in section 5.3, we chose such high delays in order to conclusively rule
out optical interference of the pump and probe pulses. In Figure 5.8(b) we
can see that the kinetic energy of the resulting CF3

+ ion depends on the phase
between the pump and the probe pulses. In order to make this connection
explicit, we plotted the center of mass of the distribution at a given phase
in black in Figure 5.8(b). This figure therefore, directly shows the coupling
between the electronic and nuclear degrees of freedom.

Note also that we see a single modulation of the phase graph within 2π, as
opposed to multiple modulations within 2π (see Equation 5.7 and preceding
equations). This indicates that the states that contribute to the electronic co-
herence are separated by one photon energy. Electronic structure calculations
at the Frank–Condon point of the ionic molecule indicates that there are no
two low–lying states that are separated by one photon energy. This makes us
conclude that the initial states that we excite must be the high–lying states of
the neutral molecule, as opposed to low–lying states of the molecular ion. As

9If the reader is interested in the energy resolved yield of the CF3
+ ion in covariance

with CH3CO+ ion, they can see Figure 5.5.
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Figure 5.8: (a) Excitation scheme to create and detect coupled electron-nuclear
wave packet. (b) CF3

+ double ionization yield as a function of CF3
+ energy

and pump-probe delay. The lineouts of the red and blue dashed ranges are
displayed below with corresponding colors. The center of mass distribution of
energies is plotted in black on top of the energy resolved yield. (c) Schematic
of shaped, phaselocked pump and probe pulses with different relative phases
(d) Phase extracted from fitting lineouts of energy. See Equation 5.10 and
text for more information. Created by the author for publication in [126].

we discussed previously, high–lying electronic states of the neutral molecule
are likely to be parallel, which allows for coherence to be maintained for longer
times.

Lastly, in Figure 5.8(b) we extract lineouts of given energy bands at 1.3 eV
and 2.2 eV at the bottom of the plot in order to quantitatively demonstrate
the dependence of kinetic energy on the phase. Furthermore, one can fit a
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periodic function to the extracted lineouts and extract the phase. Concretely,
we fit the following function to each lineout band

Lineout = a · sin(b φL + ∆Φ) + c (5.10)

where a, b, c,∆Φ are fit coefficients, φL is the optical phase difference between
the two laser pulses. None of the fit coefficients except for ∆Φ varied appre-
ciably as a function of the kinetic energy. In Figure 5.8(d) we plot this phase
difference ∆Φ as a function of the kinetic energy of CF3

+ ion. We see that
there is a non–trivial correlation between the extracted phase and the kinetic
energy of the CF3

+ ion. This non–trivial correlation implies that the intial
wavefunction cannot be written as a product of purely electronic and nuclear
wavefunctions. In this sense we interpret the modulations in Figure 5.8(b)
as direct evidence of entanglement between nuclear and electronic degrees of
freedom.

Figure 5.9: Depth of Modulation of phase scans of CF3
+ yield plotted as a

function of pump–probe delay
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We carried out such phase measurements at fixed delays for a range of delays
from 85 fs to 115 fs. Looking back at Equation 5.7, we can see that the mea-
sured dication yield depends on the strength of electronic coherence between
the two states. If there is no coherence (i.e. ρ12 = 0), then we expect to see a
constant background, and for non–zero coherence, the yield is modulated by
the coherence term. We can thus use the depth of modulation of the phase
scans as a proxy for the strength of electronic coherences and study them as a
function of the pump–probe delay. We integrate the energy dependent yield to
obtain a one–dimensional yield as a function of the relative pump–probe phase.

We define the depth of modulation of a one–dimensional signal S as

DoM =
max(S)−min(S)

max(S) + min(S)
(5.11)

Note that for non–negative signals such as an integrated yield, the depth of
modulation ranges between 0 and 1. In Figure 5.9 we plot the depth of modu-
lation of phase scans as a function of pump–probe delay. We can see that the
depth of modulation of the phase scans changes with the pump–probe delay.
This indicates that during the dynamics that we described previously, there’s a
decay and revival of electronic coherences. We think that the main contributor
to the change in electronic coherences is the vibrational wave–function overlap
term in Equation 5.2. Such revival of electronic coherences due to a change in
the nuclear wave–function overlap has been reported previously [14, 125, 135].

5.4.3 TDSE Calculations

We test our interpretation that the phase dependent measurements are a conse-
quence of the interference of wavefunctions on two electronic states by solving
time dependent Schrödinger equation for model 1D potentials. To that end,
we propagate two wavefunctions on approximately parallel potential energy
surfaces using the split operator formalism. Subsequently we calculate the
phase difference between these two wavefunctions as a function of the nuclear
coordinate R.
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Figure 5.10: (a)–(d): Time evolution of two wave packets on two different, ap-
proximately parallel dissociative potentials. In green we plot the R-dependent
phase difference between the two wavefunctions at different times. We scaled
the wavefunctions for easier viewing. (e) Replot of the experimental phase
scan from panel (d) of Figure 5.8. We converted the x-axis into 1/E to rep-
resent R because of the Coloumb potential relation E ∼ 1/R. Created by the
author for publication in [126].

We chose the two potentials to be dissociative with a small barrier as we ex-
pect high–lying Rydberg states to converge towards the ionic state, which is
dissociative. We model such a potential by a cubic spline between four points,
which roughly correspond to the initial roll down, the minimum, the barrier
height and the roll down after the barrier. By varying these points randomly,
we made sure that the results we obtain are qualitatively independent of the
exact location of these four points. In Figure 5.11 below we plot one of tthe
potentials as well as the four points we chose to define the cubic spline.

In Figure 5.10 we present the results of this calculation. We see qualitative
agreement between the calculated phase difference in Figure 5.10(d) and the
measured phase difference in Figure 5.10(e), which we replotted from Fig-
ure 5.8(d). In Figure 5.10(e) we roughly calibrated the kinetic energy of the
CF3

+ fragment into nuclear separation by R ∼ 1/E for easier comparison of
the measurements with the model.
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Our calculations show that the qualitative features in Figure 5.10 are inde-
pendent of the exact shape of the potential. The wave–packets start with
relatively low phase difference displayed in Figure 5.10(a) because they are
yet to propagate for sufficient times on their respective potentials. As the
wavepackets pick up momentum, they develop a linear phase difference be-
tween them (b). Further propagation in different potentials yield a hockey
stick shaped feature displayed in (c) and (d). The qualitative comparison be-
tween figures (d) and (e) strengthen our interpretation that modulations in
Figure 5.8 are indeed a result of coherent interference of two wave–packets
propagating on approximately parallel dissociative potential energy sufaces.

Figure 5.11: Description of four points that were chosen to define the potential
energy curves by a cubic spline. The four points approximately correspond to
the initial roll down, the minimum, the barrier height and the roll down after
the barrier.
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Chapter 6

Conclusion and Outlook

6.1 On the Measurement Problem
I remember the first time I watched a lecture on quantum mechanics, in which
the instructor made it very clear that all of the ideas and consequences of
quantum mechanics are very weird. This is in part because we humans do not
experience quantum physics and our intuition is attuned to the emergent clas-
sical world. It is also because our current understanding of quantum mechanics
is, to put it mildly, outrageous. We are taught early on that there is a beautiful
equation that describes the quantum world but this equation is accompanied
by a twist, namely the collapse of the wavefunction upon measurement of
the quantum mechanical system. Hence, there are radically different parts of
quantum mechanics, one that describes the time evolution and the other the
measurement, whose outcome is described probabilistically by the time evolu-
tion. I often found myself thinking about these concepts in the context of the
measurements presented in this thesis.

The wavefunction collapse is often described in terms of a superposition of
eigenstates collapsing into one eigenstate due to the interaction of the mea-
surement apparatus [141–145]. In a sense the wavefunction collapse is the
process through which a quantum mechanical entity “emerges” in the classi-
cal world. In the context of the famous double slit experiment, the collapse
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happens when the electron hits1 a position sensitive detector and a “hit” is
recorded.

What is a measurement? Let’s think about this in the context of a photo–
ionization measurement. The laser pulse starts a unitary evolution given by
the Schrödinger Equation. The molecule is ionized and an electron is cre-
ated. Has the “collapse” happened? I would argue that the wavefunction of
the photo–electron has not yet collapsed as there is nothing other than the
laser pulse that can induce this collapse and we readily describe the evolution
of the molecule in the laser field as a unitary evolution. If this is the case,
then the photo–electron finds itself between two velocity map imaging plates.
Do the VMI plates do the “measurement” or does the “measurement” happen
when the photo–electron hits the micro–channel plates and causes a shower of
electrons? Maybe the “collapse” happens when the shower of electrons cause a
“hit” on the phosphor screen. Because of the measurement problem, we are left
with the “sorting” of measurement devices (like the laser pulse, VMI plates,
MCPs, phosphor screen etc.) into the buckets of “driving unitary evolution”
or “projection onto a definite outcome” i.e. “collapse–inducing”.

From the perspective of gathering information about a molecular system, it
could be totally irrelevant when the collapse exactly happens or whether it
happens at all. All that matters is that we can faithfully record the proba-
bility distribution of photo–electrons and that we have a systematic way (e.g.
Schrödinger Equation) to predict these probabilities. This line of thinking
highlights the modeling nature of physics. The Schrödinger Equation is the
framework through which we model quantum mechanical systems. Especially
for complicated quantum mechanical systems like molecules this modeling na-
ture becomes even more apparent. The Basis Set Exchange website2, which
collects various basis sets used in quantum chemistry calculations, has over
700 possible basis sets. There are likely at least as many numerical meth-
ods that one can choose to run the actual calculation. The reason for such a

1When we use phrases like “an electron hits the detector” we are invariably invoking
classical intuition to describe what happens. Perhaps a more accurate but verbose phrasing
could be “when the wavefunction of the electron has sufficient overlap with the wavefunction
of the of the detector to induce an initial shower of electrons”.

2https://www.basissetexchange.org
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large number of number of numerical methods is that some of them are better
equipped at modeling certain chemically relevant properties and others are
better at other chemically relevant properties.

By taking the modeling perspective, physicists and chemists can successfully
sidestep the measurement problem and leave the discussion of the measurement
problem to the philosophical community. Yet the real connection between the
theoretical calculations and experimental results goes straight through the
measurement problem. In my experience, the measurement problem is often
swept under the rug, even though it is, in some sense, the basis of any exper-
imental measurement. This avoidance is perhaps because the measurement
problem is an uncomfortable reality that we learned to forget.

6.2 Conclusion
In this thesis we proposed an experimental scheme to measure the 3D momen-
tum of electrons and combined AOM pulse shaping with the covariance tech-
nique in order to study photo–induced dynamics of 3F–Acetone. In chapter 2
we discussed the entire experimental apparatus from the first light generation
to spectral broadening in hollow–core fiber to shaping and compression of laser
pulses with the AOM pulse shaper. We further discussed the vacuum appa-
ratus, as well as the modifications we made to the vacuum system in order
to streamline the sample preparation and to have easier control over the par-
tial pressure of the sample in the vacuum chamber. Lastly, we discussed the
velocity map imaging detector and the timepix camera. The timepix camera
combined with the AOM pulse shaper is one of the two main pillars of this
thesis.

In chapter 3 we proposed a new technique to measure the 3D momentum of
photo–electrons. We gave a detailed description of the experimental set–up,
where we combined the timepix camera with a constant fraction discrimina-
tor in order to timestamp time of flight spread of electrons with 260ps time
resolution. We discussed the strengths and shortcomings of this method and
compared it to previously existing methods.
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We laid the probabilistic foundations of experimental measurements in chap-
ter 4. Subsequently, we introduced the covariance technique, which is the
second pillar of this thesis. We simulated the noise to signal ratio of the co-
variance estimator in two scenarios; the ideal case and the worst case scenario.
In the former case, we compared the simulations to theoretical results. In the
worst case scenario, we discussed the uncertainty of the covariance estima-
tor and identified optimal experimental regimes to perform covariance exper-
iments. We then compared the covariance technique to a previously existing
background subtraction scheme used in coincidence measurements. Finally, we
demonstrated the covariance technique in the example of multi–photon ioniza-
tion of 1,4–Cyclohexadiene and discussed its various fragmentation channels.

In chapter 5 we combined pulse shape spectroscopy with covariance technique
in order to study electronic and nuclear dynamics in 1,1,1-Trifluoroacetone. We
gave a brief overview of electronic coherences and discussed how we can identify
nuclear and electronic degrees of freedom using the pulse shaper. We then
discussed the results of the pump–probe measurements. These measurements
indicated a dissociation along the CF3–CH3CO bond, as well as a vibrational
excitation of the molecule. We used the covariance velocity map imaging
technique to analyze fragment ions CF3

+ and CH3CO+ in covariance. We
subsequently uncovered the entanglement of electronic and nuclear degrees of
freedom and reported on the persistence of electronic coherences even though
the molecule underwent large amplitude nuclear motion.

6.3 Scientific Outlook
I want to discuss my scientific outlook on three different time scales: short–,
mid– and long–term. In the short–term, the measurement that were presented
in the last chapter can be extended to an analogous family of molecules. On
the mid–term scientific outlook, I see the arrival of “big data” in ultrafast
physics as the exciting new direction that can transform the way we analyze
and understand ultrafast experiments. On the long–term, I speculate about
how some of the techniques presented in this thesis could be put to practical
use in various industries.

104



In chapter 5 we studied the dissociation of 3F–Acetone along the CF3–CH3CO
bond and interrogated the relationship between the nuclear and electronic de-
grees of freedom. This study can be extended by analogous molecular systems
with different halogenations. For example, instead of fluorine atoms, one can
use chlorine atoms and compare and contrast the two cases. While the ionic
state of 3F–Acetone dissociates within ∼100 fs, 3Cl–Acetone has a much longer
dissociation horizon [146, 147] and could be an interesting test case for longer
electronic coherences during possible dissociative dynamics.

In preliminary pulse shape experiments on 3Cl–Acetone, we noticed that the
CCl3+does not stay intact, unlike CF3

+. This is evident in the time of flight
mass spectrum of 3Cl–Acetone in Figure 6.1: The CCl2+ signal is much more
prominent compared to CCl3+signal, which is vanishingly small. This could
make it more difficult to study and interpret the same dissociation channel
as this channel likely leads to three–body dissociation at comparable laser
intensities.

Figure 6.1: Mass Spectrum of 3Cl–Acetone due to strong field ionization.
Prominent fragments are identified and labeled

We also carried out preliminary pump probe scans at different locking fre-
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quencies as well as phase scans at fixed pump–probe delays for this molecule.
Unlike the case in 3F–Acetone, modulations in the yields of fragments for
3Cl–Acetone depend on the locking frequency, indicating that the cause of the
modulations are likely from electronic degrees of freedom and not vibrational.
While a covariant treatment is needed to fully interpret and understand these
measurements, the author is excited for the results of a future study of 3Cl–
Acetone molecule and its comparison to the 3F–Acetone case. Already in the
preliminary stages of these measurements, there seems to be clear differences
in dynamics.

* *
*

As the granularity of the information we gather increases, so does the amount
of data collected in ultrafast experiments. The increase in amount of data
collected poses both a technical challenge and unparalleled scientific oppurtu-
nities. The storage, access and development of algorithms for large datasets
is a scientific discipline of its own and requires specialized training in these
areas. Recently, in part in recognition of this reality, ideas about a third type
of physicist that goes beyond the experimentalist and theorist paradigm has
emerged, namely the idea of “data physicist” [148]. With the increasing use of
higher repetition rate lasers (∼100 kHz) [108] the author believes that ultrafast
community is at the precipice of having the need for such specialized expertise
in data science that necessitates tight collaborations across different scientific
disciplines.

The arrival of “big data” in ultrafast science also provides many scientific op-
portunities, especially in light of pulse shape spectroscopy. In this thesis we
presented results of pulse shape spectroscopy, where we chose to shape the
pulses according to pump–probe paradigm, even though we have arbitrary
control on the shape of pulses. Of course, the choice of the pump–probe
paradigm helps the interpretation of the data immensely, whereas it is not at
all obvious how to interpret a strong field ionization experiment as a function
of the entire pulse shape and not just as a function of one or two parameters,
like pump–probe delay or relative phase between the two pulses.

For example, the author can imagine an extensive pulse shape experiment,
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where the spectrum of the laser is recorded simultaneously during the measure-
ment. On the theory side, one could take these various spectra and simulate
the ensuing dynamics as is i.e. outside of the pump–probe paradigm. Such a
measurement would test both the theory and the experiment at a fine level.
In interpreting these measurements or coming up with appropriate computa-
tional methods machine learning methods might play a big role. The author
is excited about what such pulse shape experiments can uncover.

* *
*

On the longest term, one can imagine that pulse shape spectroscopy is used to
identify molecules by their quantum dynamics. In the literature, there are al-
ready theoretical and experimental ideas that point towards feasibility of this
proposition [149–151] . In pharmaceutical and chemical industries, identifying
the products created through a chemical process plays a vital role. In these
fields, electron impact mass spectroscopy is one of the techniques to identify
substances by their cracking patterns, which is often used alongside chromatog-
raphy techniques like gas chromatography. The author can imagine that pulse
shape spectroscopy can be a competitor to electron impact mass spectroscopy
as a scan of pulse shapes is likely to capture details of molecular structure,
that is otherwise difficult to determine with electron impact mass spectroscopy.
Already the extension of one–dimensional mass spectrum to two– and higher–
dimensional analogues using covariance measurements outlined in chapter 4
could prove useful in these applications.
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Appendix A

Hollow Core Fiber Degrees of
Freedom

Figure A.1: Definitions of different degrees of freedom of the mount that holds
the hollow–core fiber. The degree of freedom along the fiber that controls the
tension of the fiber is not depicted.
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Appendix B

Recovery from Diffusion Pump Oil
Contamination

In this appendix we detail the recovery from the diffusion pump failure as
well as the lessons we learned that could be of interest to any experimentalist
who uses diffusion pumps. After the initial clean–up of the diffusion pump in
the sample chamber, we checked the performance of the VMI apparatus and
concluded that it was operational, albeit with compromised sensitivity (see
Figure B.1), which we have determined with the sensitivity map technique
[152]. In this technique we make use of the fact that each electron hit should
lead to the same signal on the phosphor screen. Of course in reality this is
not the case due to spatially varying sensitivity of the detector. By diving the
total brightness (ToT) of each pixel by the total number of hits recorded by
each pixel we can estimate the sensitivity of that region of the detector. The
sensitivity map is independent of the distribution of the particles incident on
the detector [152].

We installed the RGA back onto the science chamber and pumped out both
chambers. The initial RGA readings (see Figure B.2) showed the usual gasses
like hydrogen, water vapor and air as well as regularly spaced hydrocarbons
up to 200 atomic mass units with partial pressures less than 2 × 10−9 Torr.
These hydrocarbons were clear indication of diffusion pump oil contamination
but their low vapor pressure reinforced our (false in hindsight) belief that the
contamination in the science chamber was minimal. We baked the chamber
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Figure B.1: Recovered sensitivity map (left) and actual damage on the MCP
(right). The damage on the right image is marked with a white line for clarity.

again and saw the rise of water vapor as well as hydrocarbons during the bake
and the subsequent fall after pumping on these outgassing substances.

However, during the bake we noticed that the sensitivity of RGA was being
lost and there was a growing mismatch between the total pressure read by
the Bayard–Alpert gauge and the mass spectrum. The mystery of incorrect
RGA readings were partially explained by the type of diffusion pump oil used,
which was silicone based. Upon being hit by high energy electrons created by
Bayard–Alpert gauges silicone based pump oils react and create silica on the
filament and more importantly on the collector, thereby reducing the amount
of current measured [153]. Since these gauges infer the pressure in the chamber
by measuring the amount of current [42], the coating of the collector with silica
makes it look like the pressure is lower than it actually is. This is very im-
portant to keep in mind when working with diffusion pumps as small amounts
of contamination might go undetected and make the vacuum in the chamber
look better than it actually is.

In order perform a deep cleaning the chamber, we have disassembled every
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Figure B.2: Initial RGA reading

part of the chamber. Each piece was cleaned twice with a special soap1 de-
signed for (among other applications) vacuum equipment. Importantly for us,
it is advertised to leave no residue upon rinsing with water unlike for exam-
ple common dish soap. This kind of residue would be detrimental to creating
an ultra high vacuum system that we aim for. After cleaning with soap and
water, each piece was rinsed with acetone to get rid of any further residue.
Subsequently, each piece was dried with a heat gun so that we can be certain
that no water or acetone is left on the vacuum equipment. Delicate parts were
cleaned in an ultrasonic cleaner and rinsed with acetone. Lastly, the turbo
pump on the science chamber was sent to the manufacturer for disassembly
and thorough cleaning.

In Figure B.3 we plot the total pressure in the vacuum chamber during the
1I thank Eric Jones for pointing out the existence of such cleaning materials and James

Ekşi for pointing me to the right brand.
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Figure B.3: Total pressure in the chamber over time. The red line indicates
degassing of the RGA and subsequent cooling of the chamber.

final bake. We can see that the pressure rises when we actively increase the
temperature and that the pressure decreases while the temperature is kept
constant, consistent with the degassing of the vacuum walls. We took care
in not increasing the total pressure too high, as there was still remnants of
diffusion pump oil in the chamber. After degassing and subsequent cooling,
the chamber reached a final pressure of 1 × 10−9 Torr. We note that the
pressure can further be decreased by a subsequent bake, as water vapor is the
dominating background gas in the chamber.
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Appendix C

Derivation of the Covariance
Formula

In what follows, we want to show that the tree–fold covariance formula, which
is defined as

cov(NA, NB, NC) :=
〈
(NA −NA)(NB −NB)(NC −NC)

〉
(C.1)

reproduces the triple ionization rate λABC i.e. we want to show that

cov(NA, NB, NC) = λABC (C.2)

We define ∆X := X −X to be the de–meaned random variable for notational
convenience. Expanding the first term on the right hand side of Equation C.1
we get:

cov(NA, NB, NC) = 〈NA ∆NB ∆NC〉 −NA cov(NB, NC) (C.3)

For the 2–body covariances cov(NB, NC) we have:

cov(NB, Nc) = cov(NBC , NBC) + cov(NABC , NABC) = NBC +NABC (C.4)

The first term in Equation C.3 requires some care. We cannot manipulate the
expectation value further because NA, ∆NB and ∆NC terms are not statis-
tically independent as they both depend on the triple ionization channel. In
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what follows, we remove the statistically dependent pieces systematically. To
that end, we remove the NABC term, which we have to treat separately. For
all of the random variables we write qNA := NA − NABC in order to separate
the triple–ionization channel.

〈NA ∆NB ∆NC〉 =
〈

qNA ∆NB ∆NC

〉
+ 〈NABC ∆NB ∆NC〉 (C.5)

We claim that the first term in Equation C.5 is given by:〈
qNA ∆NB ∆NC

〉
= (NA −NABC) cov(NB, NC) (C.6)

Writing qNA = NA0 +NAB +NAC , we see that there are two non–trivial terms,
namely the double ionization channels. Since the single ionization channel NA0

is independent of both ∆NB and ∆NC , we can take it out of the expectation
value. We calculate one of the non–trivial terms, as the other one is analogous.
We again use the separating trick we employed above and write ∆ÑB :=
∆NB −∆NAB.

〈NAB ∆NB ∆NC〉 =
〈
NAB

(
∆NAB + ∆ÑB)∆NC

〉
(C.7)

Note that both ∆NAB and NAB are independent of ∆NC , so we can split the
expectation value for the first term. Similarly for the second term, NAB is
independent of ∆ÑB and ∆NC . Using the fact that 〈∆NC〉 = 0, we get:

〈NAB ∆NB ∆NC〉 = 〈NAB ∆NAB〉 〈∆NC〉+ 〈NAB〉
〈

∆ÑB∆NC

〉
(C.8)

= NAB cov(ÑB, NC) = NAB cov(NB, NC) (C.9)

where the last equation holds because NAB is independent of NC and thus:

cov(NB, NC) = cov(ÑB +NAB, NC) = cov(ÑB, NC) (C.10)

We therefore see that Equation C.7 holds. Let’s collect the results so far and
summarize them:
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cov(NA, NB, NC) = (NA −NABC) cov(NB, NC)

+ 〈NABC ∆NB ∆NC〉 −NA cov(NB, NC)

= 〈NABC ∆NB ∆NC〉 −NABC cov(NB, NC) (C.11)

Let’s calculate the last expectation. By employing similar algebraic manipu-
lations we get:

〈NABC ∆NB ∆NC〉 = NABC

(
cov(NB, NC)−NABC

)
+ 〈NABC ∆NABC ∆NABC〉

(C.12)
The last remaining expectation value can be evaluated directly by using the
following identities for a Poisson random variable X:〈

X3
〉

= λ(1 + 3λ+ λ2)
〈
X2
〉

= λ2 + λ (C.13)

We thus obtain:

〈NABC∆NABC∆NABC〉 = λABC + λ2ABC (C.14)

Plugging back into Equation C.12 and using NABC = λABC , we obtain:

〈NABC ∆NB ∆NC〉 = NABCcov(NB, NC) + λABC (C.15)

Finally plugging back into Equation C.11, we obtain the simple result:

cov(NA, NB, NC) = λABC (C.16)
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Appendix D

Select Vibrational Modes of
1,1,1-Trifluoroacetone

Mode Assignment [140] Frequency [cm−1] Period [fs]
1 C–C–C symmetric stretch 774 43
2 CH3 symmetric rock 962 35
3 CH3 antisymmetric rock 1027 32
4 CF3 symmetric stretch 1131 29
5 CF3 antisymmetric stretch 1189 28
6 CF3 antisymmetric stretch 1258 27

Table D.1: Various vibrational exitations of 3F-Acetone which have a period
around 33± 5 fs at the Frank-Condon point of the ground state calculated at
B3LYP level of theory, as well as one mode above and below the vibrational
period of 33± 5. Note that the naming convention is ambiguous as the vibra-
tional terminology is insufficient to describe complicated vibrational modes.
Below we display the displacement vectors of each of these modes.
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Figure D.1: C–C–C symmetric stretch (Mode 1)

Figure D.2: CH3 symmetric rock (Mode 2)
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Figure D.3: CH3 antisymmetric rock (Mode 3)

Figure D.4: CF3 symmetric stretch (Mode 4)
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Figure D.5: CF3 antisymmetric stretch (Mode 5)

Figure D.6: CF3 antisymmetric stretch (Mode 6)
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