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Abstract of the Dissertation

Combining Spectroscopic and Structural Probes of Molecular Dynamics

by

Yusong Liu

Doctor of Philosophy

in

Chemistry

Stony Brook University

2021

Following the photoinduced excited state dynamics of polyatomic molecules
in their natural time scales is the key of understanding many fundamental
processes in physics, chemistry, and biology. The excitation induces coupled
electron and nuclei motion, leading to either radiative processes via fluores-
cence and phosphorescence, or non-radiative manners such as internal con-
version, isomerization, and dissociation. In this dissertation, I focus on the
non-radiative process which are usually involve with both energy changes
and structural transformations in femtosecond time scales. It is particularly
interesting to follow the energy conversion from the electric part into the nu-
clear degrees of freedom and explore how the initial structures will affect the
following reaction pathways. Thus developing different time-resolved tech-
niques that are sensitive to energy and/or structural changes are the most
effective way to view the ensuing dynamics. However, the quantum dynam-
ics of interests are filtered by the coordinate-dependent matrix elements of
the chosen experimental observable, where a single measurement observable
only gives a narrow viewing of the full quantum dynamics. Therefore, it is
only through a combination of experimental measurements and theoretical
calculations that one can gain insights into the internal dynamics. In this
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dissertation, I demonstrated a combined methodology with both spectro-
scopic and structural probes on coupled electronic and nuclear dynamics. I
interpreted the experimental measurement from trajectory surface hopping
calculations with high-level electronic structure theories, and I was able to
directly compare the measured observables with the calculated observables.

The spectroscopic probe comprises time-resolved photo-electron spec-
troscopy and momentum-resolved photoion spectroscopy, whereas the struc-
tural probe makes use of ultrafast electron diffraction. Several systems rep-
resent different molecular families are chosen as the targets in the com-
bined methodology. Chap. 1 provides an introduction into the molecular
dynamics, time-resolved pump-probe techniques ranging from spectroscopes
to diffraction methods, and theoretical treatment from quantum chemistry.
In Chap. 2, the combined spectroscopic and structural probes are described
with great details. The techniques as well as the treatment of the calculated
measurement observables are provided. From Chap. 3 to Chap. 5, I present
the experiential results with both spectroscopic and structural probes on sev-
eral small organic molecules. I start with a ring-type conjugated molecular
system, cis,cis-1,3-cyclooctadiene (C8H12) in Chap. 3, focusing on its photo-
isomerization dynamics with spectroscopic signatures, and extending the un-
derstanding from relatively rigid small molecules such as 1,3-cyclohexadiene
(C6H8) into larger, more flexible systems. In this measurement, the the-
ory calculation is used to interpret the dynamics. In Chap. 4, I turned to
explore whether and how the experimental measurements can be used to
benchmark theory. To do that, a TRPES measurement was carried out, and
the measurement was compared with the calculations at three levels of the-
ory, focusing on the much debated population trapping on the first bright
state (S2) of uracil. The comparison of the calculated and measured time-
resolved photoelectron spectra allows to draw conclusions regarding not only
the relative insights, but also the quantitative accuracy of the calculations at
the different levels of theory. In Chap. 5, a comprehensive study, combining
both spectroscopic and structural probes, was carried out on the dissociation
dynamics of diiodomethane (CH2I2), including time-resolved photo-electron
spectroscopy, momentum-resolved photo-ion spectroscopy, as well as ultrafast
electron diffraction. Finally in Chap. 6 provides a summary of the advan-
tages offered by the combination of spectroscopic and structural probes, and
provides prospects for the future work utilizing ultrafast soft X-ray for both
spectroscopy and diffraction studies.
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Chapter 1

Introduction and motivation

The photoinduced excited state dynamics of polyatomic molecules has been
the central topic for understanding many fundamental process in physics,
chemistry and biology, such as the basic steps involved in vision [1, 2],
the photoprotetion of DNA/RNA [3, 4, 5, 6], and how energy and charge
transfer facilities the light harvesting [7, 8], and energy conversion in pho-
toabsortion [9]. While these processes can be extremely complicated, lots of
insights are gained by understanding the basic dynamics steps at the sin-
gle molecular level and in their natural time scales. These dynamics usually
involve a complex redistribution of both electronic and nuclear energy, as
well the the on going structural transformation. Due to the coupling among
both electronic and nuclear degrees of freedoms, it usually gives rise to a wide
vary of radiationless processes, such as internal conversion [10, 11, 12, 13, 14],
isomerization [15, 16, 17, 18, 19], dissociation [20, 21, 22, 23, 24], and inter-
system crossing [25, 26, 27]. The common feature of these processes is that
they take place in very fast time scales from picosecond to femtosecond (10−12

to 10−15 s), and they occur in the space of molecular configuration where the
electronic states or potential surfaces become close in energy or cross each
other. These places are often termed as conical intersections (CIs), allowing
population from one/several state(s) non-adiabatically transferring to an-
other, leading to fast and prominent radiationless decay. A typical example
is the internal conversion dynamics that the population in the excited state
is allowed to evolved through one/many CI(s) back to the ground state, in-
stead of dissociation. This has found significant importance in DNA/RNA
when being exposed to UV radiations where the vast excess electronic energy
can be dissipated into nuclear degrees of freedoms, enabling the often called
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photoprotection.
Internal conversion gives an example of the fast charge transfer, energy

flow, and structure transformation taking places in the polyatomic molecules
where strong coupling of the electronic and nuclear degrees of freedom ap-
pears. Different from the adiabatic picture under the BO approximation,
these non-adiabatic processes result in the breaking-down of the approxima-
tion, which induces huge amount of difficulty and challenges to follow the
certain dynamics in both experimental measurements and theoretical calcu-
lations. The strong coupling between the electronic and nuclear degrees of
freedoms results in the complex nuclear vibrational dynamics. Due to the
larger density of the vibrational states around the space where the the elec-
tronic states are being close or crossing each other, the spectral features in
energy/frequency are strongly broadened such that the conventional time-
independent spectroscopic methods are no longer effectively to be imple-
mented. Instead, more insights could be gained from the time-dependent
methods, in which following the transient yield, energy changes, or directly
structural transformations in the experimental perspective becomes much
more attractive.

Around the space with strong coupling, the time-scale of the dynamics
becomes extremely fast, and a temporal resolution with femtoscond level is
needed. Besides the temporal resolution, achieving the right optical wave-
length and/or wavelength tunability becomes extremely useful, but usually
difficult and nontrivial. These all increase the challenge for developing ul-
trafast laser system as well as time-resolved techniques. Thanks to the ad-
vancement of the modern ultrafast laser systems in the past several decades,
designing time-resolved techniques within below picosecond time resolution
have become possible. The real breakthrough of the ultrafast time-resolved
measurements were achieved in the 1980 to 1990s with the availability of fem-
tosecond laser, particularly the ultrafast high-intensity laser systems. Sub-
sequently development including harmonic generations as well as the large
range wavelength tunable laser system enables a huge advance in both time-
resolved techniques and scientific investigation of molecular dynamics. This
opens a new region which is known as “Femtochemistry”, awarded with No-
bel Prize in Chemistry 1999 [28].

Almost all approaches for performing time-resolved measurements can be
understood in terms of frame work of “pump-probe”, which involves two,
local in time interactions with two separate pulses: a pump pulse creates an
initial, time-dependent state of the system, and a probe pulse subsequently
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Figure 1.1: Cartoon diagram illustrating the pump-probe frame
work based on TRPES measurement. This figure is modified from
Ref. [29] with authors’ permission. Top: panel shows the optical pump and
probe pulse are focused into a vacuum chamber where the molecular sample
is ionized. The photoelectron energy can be measured via time-of-flight or
velocity-map imaging, where the time/position of the electrons encodes their
energy/momentum, respectively. Bottom left: After the pump pulse excites
a vibrational wavepacket on an excited state, the time-delayed probe pulse
ionizes the molecule, resulting in the ejection of an electron. Bottom right:
The electron yield is plotted as a function of both pump–probe delay and
the KE of the emitted electron.

interacts with the evolving system. The delay between the pump and probe
pulse are well-defined and-controlled, and after the probe interrogation, light
and/or charged particles are collected as the measurement observable, and
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variation of the yield is monitored as a function of the time delay between
pump and probe interaction. Fig. 1.1 top panel depicts a cartoon example
of the pump-probe framework based on time-resolved photoelectron spec-
troscopy (TRPES) which involves a pump-probe scheme as well as vacuum
chamber for sample delivering and light/charged particle detection.

The pump pulse is almost always a short, coherent electromagnetic filed
(a laser pulse) and usually has a finite spectral bandwidth, which typically
covers several vibrational quantum states. As shown in Fig. 1.1 bottom left
panel, the pump pulse results in a time-dependent state, formed from a linear
combination of the time-independent eigenstates and this coherent superpo-
sition is called a wavepacket. As the wavepacket evolves on the electronic
state potential, a probe pulse interacts with the system and produces an
observable recorded with respect to the delay of the pump. Compared with
the pump, the probe can be either a laser/X-ray pulse or a bunch of elec-
trons. As shown in bottom left panel of Fig. 1.1, a second laser pulse ionizes
the molecule, producing a photoelectron in the state of the cation and the
kinetic energy resolved photoelectron yields are monitored as a function of
pump-probe delay.

While the experimental techniques can extract information content in-
volved in the undergoing dynamics, they do need theoretical inputs, such
as accurate electronic structures and dynamics calculations, in order to in-
terpret the measurements. Particularly, a direct comparison between the
measured and calculated experimental observable usually plays a key role of
understanding the undergoing dynamics. However, it is usually non-trivial to
obtain high-level accurate electronic structures, and carrying out dynamics
calculations with high temporal resolution is usually computationally costly.
This is extremely difficult when CIs become prominent in the chosen system
with many degrees of freedoms. In this dissertation, I perform measure-
ments that are able to follow the photoinduced excited state non-adiabatic
dynamics by combining multiple time-resolved techniques. My goal is to com-
pare and contrast the information content extracted from different measured
experimental observables, and interpret the results by directly comparing
the measured observables with their relevant calculated observables. In the
rest of this chapter, I begin with the conceptual background of excited state
non-adiabatic dynamics. Next, the different time-resolved experimental tech-
niques as well as the theoretical method are briefly explained. Finally, I will
highlight the importance and advantage of combining different experimental
techniques on excited state dynamics.
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1.1 Molecular Hamiltonian and Born-Oppenheimer

approximation

Before I step into the combined spectroscopic and structural methodology, it
is useful to briefly review the basic background of the excited state dynamics.
In general, following nuclear dynamics on the electronically excited state is
complicated due to the coupling of the electronic and nuclear degrees of
freedoms. This is most due to the Coulomb attraction between electrons and
nuclei, and it is this effect that is responsible for molecular bonding. When
taking into account all possible motions and interaction of the electrons and
nuclei, the general form of the full molecular Hamiltonian operator H in
atomic units can be written as

Ĥ =
∑
i

−∇2
e,i

2
+
∑
i,j>i

1

|ri − rj|
+
∑
j

−∇2
N,j

2Mj

+
∑
i,j>i

ZiZj
|Ri −Rj|

−
∑
i,j

Zj
|ri −Rj|

(1.1)
where ri represents electronic coordinates of ith electron, Rj the nuclear
coordinate for the jth nucleus, ∇2

e,i is the Laplacian operator for the ith
electronic coordinate, ∇2

N,j is the Laplacian operator for the jth nuclear
coordinate, Mj is the mass of jth nuclei, and Zj is the charge of the jth
nuclei 1. Each of the five terms has a simple physical meaning. The first two
term are only-electronic related and represent the kinetic energy of individual
electrons and potential energy between each pair, Te and Ve. The third and
fourth terms are the corresponding only-nuclear terms and represent the
kinetic energy of the nuclei pairs, TN and VN . It is the last term, VeN , that
is responsible for the aforementioned Coulomb attraction between electrons
and nuclei. The time-independent Schrödinger equation (TISE) of the total
wavefunction Ψ with this molecular Hamiltonian can be write as:

HΨ (r1, r2, . . . ,R1,R2, . . .) = EΨ (r1, r2, . . .R1,R2, . . .) (1.2)

It is not possible to solve the TISE for the full molecular Hamiltonian even
for the simplest molecules. In order to gain an intuitive insight, it is ex-

1In Equ. 1.1, the spin of the electrons are neglected for simplicity. Whereas, the spin
of the electrons usually plays an important role, especially in the molecules which have
atoms with larger atomic numbers. A typical example is the spin-orbit coupling effect
in the CH2IBr and CH2I2 in Chap. 5 of this dissertation. The spin-orbit coupling from
iodine atom(s) from CH2IBr and CH2I2 leads to two sets of asymptotic states along the
C-I dissociation coordinate which can be seen from Fig. 5.11. The energies between the
two asymptotes has a different in the order of 1 eV.
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tremely useful to make approximation, such as the Born-Oppenheimer (BO)
approximation, which has been treated as the cornerstone of understanding
of chemical processes using quantum mechanics. [30]

It is an adiabatic picture based on the condition that the timescale for
electronic motion is generally much more rapid than that for nuclear motion
due to the relative masses of the electrons and nuclei, thus the electrons can
instantaneously adjust to the motion of nuclei and, in return, the nuclei can
be treated as moving in a time-averaged potential generated by the rapidly
moving electrons, such that the total wave function Ψ(ri,Rj) in an any given
electronic state can be assumed as:

Ψ(ri,Rj) = ψ(ri; Rj)χ(Rj) (1.3)

ψ(ri;Rj) is the electronic portion of the wave function and χ(Rj) the nuclear
portion. One needs to keep in mind that ψ(ri;Rj) has a parametric depen-
dence on the nuclear coordinates Rj, since the electrons sensitive to changes
in nuclear position. On the other hand, χ(Rj) is only dependent to the nu-
clear coordinates, since we consider the nuclei as evolving in a time-averaged
potential along with the nuclei repulsion generated by the rapid motion of
the electrons. This time-averaged electronic potential along with the nuclei
repulsion, is known potential energy surface, or PES.

Mostly, under the BO approximation of the separation of electronic and
nuclear wavefunction, the mapping of the electronic energy of the system as
a function of nuclear coordinates can be defined by the Schrödinger equation
of the electronic part:

Ĥeψ (ri; Rj) = Ee (Rj)ψ (ri; Rj) (1.4)

Where Ĥe is the electronic part of the Hamiltonian and Ee the electronic
energy. By solving this equation for the different nuclear configurations along,
Rj, the PES is mapped. If the nuclear configuration is varied along any
particular coordinate and Ee is calculated at all these fixed configuration,
then the PES of the molecule along that particular vibrational coordinate
is generated. For a molecule with N (N≥2) atoms, mostly there are 3N -6
(3N -5, when N =2) nuclear internal degrees of freedom regardless of the 3
(2, when N =2) rotational and 3 translational degrees of freedom. 2 And the

2For linear molecules, there are 3N -5 internal degrees of freedom. For instance, CO2 and
CS2 have 4 since they only have 2 rotational degrees of freedom.

6



potential energy is a function of all these nuclear internal coordinates. The
motion of the nuclei under BO approximation can be treated as propagating
on a PES, thus the chemical processes may be predicted if the shape of the
relevant electronic PES is known. The PESs for multiple states are also
available by solving the time-independent Schrödinger equation (TISE) for
each electronic states. Fig. 1.1 bottom left panel shows a typical manifold of
hypothetical potential energy surfaces with both ground and excited states,
as well as the cationic state manifold. Conceptually, absorption of a photon
(the pump process) promotes the electrons to an electronic excited state, and
the nuclear wavefunction is projected on the manifold of vibrational states of
that excited PES, result in a wavepacket which moves on the excited PES.
In this manner, the PES becomes a very useful tool when understanding the
chemical processes or the nuclear motions along with the excited states.

1.2 Non-adiabatic dynamics and conical in-

tersection in polyatomic molecules

The validity of the adiabatic picture under BO approximation is typically ex-
cellent, since the electronic dynamics are generally much more rapid then any
nuclear motion. Another way of thinking is that the timescales for quantum
dynamics are generally dictated by the inverse of the energy-level spacing,
and the BO approximation is valid whenever the spacing between the PESs
(electronic spacing) are much larger than the spacing between the vibra-
tional levels (nuclear spacing). However, there are cases where the different
PESs come close together, and the timescales for electronic dynamics in the
vicinity of this near-degeneracy can be comparable to, or even longer than,
the timescales for nuclear dynamics. Thus these adiabatic PESs are coupled
by vibrational motions and the BO approximation breaks down, in which it
is no longer possible to separate electronic and nuclear motions, leading to
the non-adiabatic processes. The different electronic states become strongly
mixed in level crossings, implying there is a large change in electronic-state
character (i.e., the shape of the electronic wave functions) with respect to
any change in nuclear coordinate. The coupling between PESs become quite
large exactly when electronic states come close together in energy.

For a diatomic molecule with only one internal degree of freedom (vibra-
tion between the two nuclei), two potential energy curves corresponding to
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Figure 1.2: A conical intersection between ground (S 0) and first
excited (S 1) state of ethylene molecule (C2H4), as a function of
the pyramidalization and twist angles A photo excitation projects a
wavepacket from S 0 minimum to S 1 and the nuclear wavepacket quickly
evolves towards to the CI, followed with the transition to S 0. The figure is
reused from Ref. [31]

electronic states of the same symmetry in general are not degenerate from all
the atomic distances, and the positions along the curves come close are called
avoided crossing. For polyatomic molecules which have more than two inter-
nal degrees of freedom, there are a set of isolated points where two PES can
touch, forming the so called “conical intersections (CIs)” [32, 33, 30]. Fig. 1.2
shows a conical intersection between two electronic PESs of the ethylene
molecule along the twist angle and pyramidalization coordinates. At these
avoided crossing and CIs, and the vicinity around them, the timescales of
the electronic and nuclear motions are comparable, and the BO approxi-
mation breaks down. Non-adiabatic transitions between different electronic
states occur. An importance example in polyatomic molecules is the internal
conversion of the electronic excitation into nuclear motion facilitate by the
CIs, and it plays a crucial role in physical, chemical and biological processes,
such as the photoprotection of DNA/RNA bases under internal conversion
through CIs [3]. Although the BO approximation is not valid under these
crossings, this picture is still useful provided that the surface is well described
by it in all other areas of configuration space.
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1.3 Combining spectroscopic and structural

probes on excited state dynamics

Though the excited state dynamics undergoes both energetic and structural
changes with rich information content, the quantum dynamics of interest are
filtered by the coordinate-dependent matrix elements of the chosen experi-
mental observable. Thus, it may be only through a combination of experi-
mental measurements and theoretical calculations that one can gain insight
into the internal dynamics, and a more complete picture of the reaction dy-
namics, such like a “molecular movie” may be able to built up. A typical
example is the photoinduced ring-opening of 1,3-cyclohexadiene (CHD) to
1,3,5-hexatriene (HT), which represents the prototypical electrocyclic reac-
tion with the conjugated system. This ring-opening reaction proceeds by a
non-radiative relaxation through one or more CIs to the ground state and
it has been studied extensively in the gas phase by optical and X-ray spec-
troscopies [34, 35, 36, 19, 37, 38, 39, 40]. Due to the preferential sensitivity
to the electronic wavefunction in different electronic states, these studies
mapped out the relaxation pathways from the excited state to the ground
state through CIs and reveal the relevant time scales. However, the ring-
opening picture has not been able to be viewed directly in the structural
changes on atomic space at their timescales [41, 42, 43, 44, 45]. Intrinsically,
this can be resolved by structural probe with enough spatial and temporal
resolutions. With the recent advancement of the seminal relativistic ultra-
fast electron diffraction (rUED) [46, 47], which provide sub-̊angström and
femtosecond resolution in space and time, Wolf and co-authors were able to
resolve the atomic motion on femtosecond timesscales for the photochem-
istry [48].

The electron diffraction measurement of the CHD ring-opening dynam-
ics provided a direct view of the structural transformation to HT, providing
very useful complementary information content to the previous spectroscopic
studies. Thus it is necessary to combine both techniques to follow the un-
dergoing dynamics with both spectroscopic and structural signatures. In
this dissertation, my goal is to combine two different time-resolved tech-
niques, time-resolved ionization spectroscopy and relativistic ultrafast elec-
tron diffraction to follow the coupled electronic and nuclear dynamics.

In order to illustrate the combined methodology, I make use of CH2I2 as
an example and show multiple probes in Fig. 1.3. In the figure, the simplified
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state potentials from the calculation are plotted in different colors indication
the ground (black), excited (red-dissociative and cyan-bound), and cationic
(dark yellow). The dynamics starts from the initial population in the excited
state after the UV excitation, as the wavepacket evolves along the potentials,
the molecule is probed with several processes as shown with cartoons and
arrow in the figure:

• Upon the initial excitation, an optical VUV pulse ionizes the molecule
to the continuum, performing a TRPES measurement as the molecule
dissociating, in which the photoelectrons are recorded as function of
kinetic energy and pump-probe delay as shown with number 1.

• As the wavepacket is moving away from the FC region and relax on
the dissociative potentials, the electronic potential energy is converted
into nuclear kinetic energy, and upon the ionization to the cationic
state, the translational momentum of the fragment ions (CH2I

+) are
recorded, performing a time-and momentum-resolved photoion spec-
troscopy, indicated as number 2.

• Instead of using an optical pulse as the probe, a MeV ultrashort elec-
tron bunch interrogates with the excited molecules, and the diffraction
patterns that contain the structural information in the far field are
recorded, performing an UED measurement labeled as number 3.

In time-resolved photoelectron spectroscopy, the quantity is no doubt the
electronic energies. The final state, the cationic state plays an important role
such that the different neutral states can be correlated with different cationic
states with a simple picture of the Koopmans’ correlation [49, 50, 51]. Thus
the wavepacket undergoing different electronic excited states can be viewed
from the deferentially measured electron kinetic energies, which makes it
useful due to the sensitivity to both electronic and nuclear degrees of freedom.
On the other hand, one can also track time-resolved momentum of a fragment
ion, in which the nuclear kinetic energy as a function a time can be directly
measured. In this way, one is able to map out the energy flow from the
electronic into nuclear degrees of freedoms. In contrast, diffraction techniques
do not usually observe exact state(s), but rather the structures that may be
related to all states, which makes several main differences compared with the
ionization spectroscopies in both experimental measurements and theoretical
modeling.
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Figure 1.3: A example schematic illustration of combining spectro-
scopic and structural probes on CH2I2 photodissociaton dynam-
ics. The simplified of state potentials from the calculation are plotted in
different colors indication the ground (black), excited (red-dissociative and
cyan-bond), and cationic (dark yellow). Multiple cartoons and arrows de-
picts the multiple probing processing after the initial UV initial excitation,
including: 1○ photoelectron spectroscopy (photoelectron kinetic energy re-
lease) and 2○ momentum results ion spectroscopy (TKE of photoion) with
the optical VUV photon probing, and 3○ the structural probe of the diffrac-
tion technique with an ultrashort electron bunch.

One of the significant differences between them is the type of informa-
tion contents obtained. Diffraction experiments ideally provides atomic pair
distance as a function of time in the molecule and the basic principle of the
diffraction method takes advantage of the much smaller de Broglie wave-
length (in Ångström) of energetic electrons (between several KeV to MeV)
or X-rays (several KeV) as compare to the wavelength of optical light (hun-
dreds of nm), and at least in principle, can determine the molecular structure.
Whereas spectroscopic measurements tend to yield energies as a function of
time (e.g. En(t)). It is also possible to retrieve the structural information
from the time-dependent energies, but the experimental data must be in-
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ferred to a molecular model. It is typically possible to perform calculations
that switch between the two methods. If position of all atoms are known
as a function of time, one can calculate the energies of the states as well.
Conversely, one can use energetic information to infer structure. However,
both kinds of calculations involved significant effort and lead to additional
uncertainties, especially when the system employs many degrees of freedom.

In both techniques, charged particles are experimentally detected, whereas,
the signal levels between the ionization and the diffraction method are quite
different and need to be considered. The signal of the experiment, S may be
expressed by a simple equation as,

S ∝ Nm · V · εpump · εprobe · εdetect (1.5)

where Nm and V represent the number density of the sample and the focal
volume around the integration region, respectively. εpump and εprobe are for
the excitation and probing fractions, assuming both the pump and probe
processes are linear to the intensities. εdetect reflects the detection efficiency
from the detector. In ionization spectroscopy, the photoelectrons/photoions
usually allow for very high detection efficiency and single electron/ion can
be detected in which ion/electron coincidence measurement has been possi-
ble [52]. Whereas, in the diffraction experiment, such as electron diffraction,
the detection efficiency is orders of magnitude lower than the ionization spec-
troscope 3 Assuming the measurements are preformed in the same conditions
and the pump and probe fractions are roughly the same, the signal level can
be order or magnitude lower in the electron diffraction measurement. Often,
to improve the signal levels, a very high number of density gas source (using
a pulsed molecular nozzle and putting the pump laser and probe electron
beam very close to the top of the nozzle to increase the number of density)
and higher pump intensity are needed. Meanwhile, the ionization usually
takes place when the molecules are populated in the excited state(s), such
that the ionization from the ground state are usually avoided, i.e., the signal

3The detector for charged particles in a photoionization experiment often consists of one
or several electron multiplier, such as micro-channel-plate which gives a gain of ∼103

from a single plate. Whereas, this is usually not possible in the detector of high kinetic
energy electron in an electron diffraction measurement due to potential damages from
the electron, but rather high kinetic energy electrons hit on phosphor screen directly and
generate the fluorescence. Thus the amount of light generated from a shower of electrons
in the ionization experiment is much more than that from a single electron in the case of
an electron diffraction measurement.
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to background ratio is high. With ultrafast electron diffraction, in order to
obtain better time-resolution, usually the number of electrons is limited to
few tens of thousand per bunch in order to avoid space-charge issue. Only
a few hundred electrons are scattered from the molecules (∼1%), and these
scattering electrons are contributed from molecules that are populated in
both ground and excited states. However, in order to avoid ionization from
the optical pump, the UV intensity is usually attenuated and only a few
percent (<5%) of the molecules are excited. This makes a high signal to
background ratio of UED measurement very challenging compared with the
ionization spectroscopy.

1.4 Calculated measurement observables

The ultimate goal is to compare the time-resolved experimental measurement
observbles with the theoretical simulated ones, and the ideal method to sim-
ulate the non-adiabatic dynamics is performing calculations fully in quantum
mechanical manner, i.e., numerically solving the time-dependent Schrödinger
equation for both electronic and nuclear degrees of freedom. This requires the
establishment of the multidimensional PESs in order to propagate the nuclear
wavepacket. It is already very expensive to generate the multi-dimensional
PESs, and in addition, calculating the nuclear wavefunction induces an expo-
nential scaling. For polyatomic molecules, one needs to generate a map with
particular number of sampling points, N , for each nuclear degree of freedom.
If the system has M nuclear internal degrees of freedom along a PES, solving
the Schrödinger equation will scales to N 3M . Thus, the whole process is very
expensive and limited to a very few nuclear degrees of freedom.

Due to the extremely expensive calculation cost, another semi-classical
time-dependent treatment of the non-adiabatic dynamics, trajectory sur-
face hopping technique, is widely used for studying excites state dynam-
ics [53, 54]. Different from the quantum wavepacket simulation, the electronic
and nuclear degrees of freedom are treated differently, where the electronic
degrees of freedom are treated quantum mechanically, and the nuclear degrees
of freedom are treated classically. Fig 1.4 showcase two cartoon schematics
of the quantum wavepacket simulation and trajectories surface hopping cal-
culation between two states when CI is involved. For the TSH calculation in
panel (b) the wavepacket is approximated as a bunch of classical nuclear tra-
jectories, whereas the multi-dimensional PESs are still calculated quantum
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Figure 1.4: Cartoon schematics of quantum wavepacket and tra-
jectory surface hopping propagation along hypothetical molecular
potential energy surface. Panel (a) depicts an initial wavepacket on the
excited state propagating along the potential energy surface followed with a
population splitting to the ground state via a conical intersection. Whereas
in panel (b), shows the trajectory surface hopping, in which the propagating
wavepacket is approximated as a bunch of classical nuclear trajectories.

mechanically. The trajectories are sampled at different regions of the poten-
tial and each individual trajectory propagates independently using Newton’s
equation of motion. During its propagation, the energies, gradients/forces,
and non-adiabatic couplings are calculated on-the-fly at every time step for
the nuclear geometry and the transition probability between states are eval-
uated. Whether a hop takes place between the current electronic state to
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others is determined by a stochastic algorithm which uses these transition
probabilities. At each time step, the PESs are regenerated on-the-fly with
the propagation of the nuclear trajectories [55].

Although TSH is not fully quantum mechanical, there are several sig-
nificant advantages that make it as one of the most effective and popular
semi-classical time-dependent methods. First, the trajectories are propa-
gated independently and each individual trajectory is only propagated on
one BO electronic state at any time. In this way, the trajectories are al-
lowed to be propagated with all nuclear degrees of freedom unlike quantum
wavepacket simulation. This makes it possible to study much larger molecu-
lar system with many nuclear degrees of freedom. Second, the non-adiabatic
processes, i.e., electronic transitions across different electronic states, can be
simulated in a proper manner. In this way, the dynamics path ways, excited
state lifetime, electronic state populations and branching ratio, energy and
charge transfer rates, quantum yield can be evaluated by estimating a number
of trajectories. This is extremely useful to mimic the non-local wavepacket
dynamics which is very rich in the coupled electronic and nuclear dynamics.

Third, the trajectories contains both time-dependent energetic and struc-
tural information which could be used to directly simulate the measurement
observables. This makes the combining of different experimental techniques
more favorable since the same TSH calculation can be used to simulate mul-
tiple measurement obserables and directly compare with the measurements.
For example, all the measurement observables shown in Fig. 1.3, including
photoelectron kinetic energy, time-resolved photoion kinetic energy, and elec-
tron diffraction patterns, can be calculated. Fig. 1.5 showcases a example
of the available information content from trajectories. Panel (a) shows two
example trajectories, with state potential and indices as a function of time,
whereas panel (b), (c) and (d) indicate the different calculated observables.
These simulated observables include:

• Photoelectron spectrum, in panel (b), can be obtained by evaluating
the Dyson correlation between the neutral state and the cationic states.

• In panel (c), the translation kinetic energy of the dissociating fragment
CH2I can be estimated classically with the time-dependent geometries
in the trajectories.

• Panel (d) shows two line plots of the pair distribution functions (PDFs)
respect to two different molecular structures, the ground state CH2I2,

15



Figure 1.5: A example schematic illustration of combining spectro-
scopic and structural probes on CH2I2 photodissociaton dynamics.
In this figure, 4 panels are showing the relevant calculated opbservables re-
spect to the measurements in 1.3. Panel (a) depicts two example trajectories
for the TSH calculation in the views of time-dpendent potential energy and
state indices, whereas panels (b), (c) and (d) indicate the different calcu-
lated measurement observables, including, the photoelectron spectrum, the
fragment (CH2I) translational kinetic energy, and pair distribution functions,
respectively. The calculations were carried out by Dr. Philipp Marquetand
and Dr. Tamás Rozgonyi.

and the dissciative CH2I and I.

1.5 Contents of this dissertation

In Chap. 2, experimental methods including time-resolved photoelectron
spectroscopy, momentum-resolved photoion spectroscopy, and ultrafast elec-
tron diffraction are discussed in detail. The ultrafast laser system, the optical
harmonic generation, the experimental apparatus, data analysis protocols,
and simulation of the measurement observables will be presented.

Chap. 3 to Chap. 5 present the major experimental results. A series of
molecular systems are examined, and different non-adiabatic dynamics are
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studied. In Chap. 3 and Chap. 4, two important organic chromophores, cis,cis-
1,3-cyclooctadiene (cc-COD) and uracil, are experimentally studied, focus-
ing on their internal conversion and isomerization back to the ground state
via CIs. TRPES measurements are carried out with UV/VUV pump/probe
scheme for both molecular systems. The measurements of cc-COD in Chap. 3
are interpreted by comparing the measured TRPES with the calculated one,
and some discrepancies between them leave the question that whether the
theory is good enough to predict the measurements. In order to test the
theory, especially the effect of the dynamics correlation, in Chap. 4, a TRPS
experiment of uracil is preformed and the results are used to compared with
calculated signals from three levels (CASSCF, MRCIS, amd XMS-CASPT2)
of theory, focused on the much debated population trapping in the first opti-
cal bright state, S2. In Chap. 3 and Chap. 4, the measurements are focused on
TRPES. However, TRPES may only provide a narrow view of the electronic
energy probe. So in Chap. 5, I developed a combination of both energetic and
structural probes on internal conversion and dissociation dynamics of CH2I2
and CH2IBr. Multiple observeables, including time-resolved photoelectron,
momentum-resolved photofragment ion, and electron diffraction pattern, are
experimentally measured and the signatures in the observables are well cap-
tured by the calculated measurement observables from high level theory TSH
calculations. Particularly, a non-local quantum wavepacket dynamics of the
dissociation of CH2I2 can be well reflected by different groups of classical
nuclear trajectories and the combined spectroscopic and structural probes
showcases surprisingly high sensitivity on following the coupled electronic
and nuclear non-adiabatic dynamics.

Finally, Chap. 6 provides a general conclusion and describe an outlook
for the future work utilizing novel ultrafast soft X-ray for spectroscopy, and
ultrafast hard X-ray for diffraction.
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Chapter 2

Gaseous time-resolved
ionization spectroscopy and
ultrfast electron diffraction

2.1 Introduction

Chap. 1 provided a basic physical and/or chemical pictures of molecular dy-
namics, the different experimental time-resolved spectroscopic and diffraction
methods, as well as the theoretical treatment of the calculated measurement
observables. As per the interests of the coupled electronic and nuclear dy-
namics in this dissertation, the pump process in all the measurements comes
with an ultrashort optical pulse in the deep UV regime (∼260 nm), which
generates a wavepacket in the neutral excited state(s), initiating the dy-
namics. Due to different probe process, either an optical VUV pulse or an
short bunched of electron, the experimental setup, the data analysis, and
the interpretation with the aid of theoretical measurement observables vary
dramatically between the different approaches. In this chapter, I discuss in
detail of time-resolved photoelectron spectroscopy (TRPES) and its variant,
time-and momentum-resolved photoion spectroscopy (TRPIS), as energetic
probes, and ultrafast electron diffraction (UED) as a structural probe. I de-
scribe experimental constructions, data analysis, as well as how to simulate
relevant measurement observables with the aid of computer simulations.

The rest of the chapter is arranged as follows: TRPES as well as its vari-
ant, TRPIS, are introduced with in great details, including the pump and
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probe light harmonic generations, photoelectron and photoion spectrometer,
data acquisition and analysis. These two techniques own a similar exper-
imental setup, and both of then can give an energetic probe, and can be
switched between each other fairly straightforwardly. I then switch gears to
ultrafast electron diffraction. The gaseous diffraction theory will be reviewed
at the beginning, followed with a brief description of the SLAC ultrafast elec-
tron beam line and experimental data analysis methods. The last section in
this chapter covers the simulation of the measurement observables according
to the trajectory surface hopping calculations.

2.2 Time-resolved photoelectron spectroscopy

In Chap. 1, I used TRPES as an example to illustrate the pump-probe frame-
work. Before I step into the details of the experimental setup, it is useful
to review some mathematical description of the TPPES method. TRPES
makes use of photoionization to the continuum as the probe in order to track
the wavepacket evolving in the neutral state(s). In a TRPES experiment,
the quantity of observable is no doubt the time and kinetic energy resolved
photoelectrons. Fig. 2.1 illustrates the basic idea of a TRPES with three
Born-Oppenheimer (BO) electronic state, a, b, and c. A photon in the pump
laser pulse excited a molecule from state a (ground state) to the intermedi-
ate excited state b, creating a wave packet. From the intermediate state, the
molecule absorbs an amount of energy corresponding to the photon energy of
the probe pulse, leaving an excess energy equal to the probe photon energy
minus the difference in the energy between the states c and b. The excess
energy, εi, is carried away by the outgoing photoelectrons as kinetic energy,
and this energy is monitored as a function of the pump-probe delay.

As shown in the figure, while the wave packet evolves at different position
of the PES of state b, the photoelectron kinetic energy remaining correlates
to the potential energy different between state b and c. If the different be-
tween the two states is monotonic as a function of the nuclear coordinate,
R, the position of the wave packet on the intermediate state has a one-to-
one relationship with the kinetic energy of the photoelectron. This makes
TPRES to be a useful tool such that the wave packet motion in the interme-
diate state may be mapped out if making a series of snapshots of monitoring
the kinetic energy of photoelectron. Thus TRPES can be treated as a wave
placket methodology.
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Figure 2.1: Illustration of how TRPES can be used to follow the
evolution of wave packet on an excited state potential. Three Born-
Oppenheimer electronic state potential energy surfaces represents the ground
state Va(R), intermediate excited state Vb(R), and final ionic state Vc(R). At
each each nuclear coordinate R, the photoelectron kinetic energy εi depends
on the difference between the two potentials, b and c. This figure is modified
from Ref. [29] with authors’ permission.

Experimentally, a TRPES measurement yield a time and energy resolved
spectrum map, i.e., the numbers of photoelectron as a function of pump-
probe delay and photoelectron kinetic energy. In connection to the wave-
function picture in the PESs of b and c, the spectrum at a particular pump-
probe delay τ is given by the probability of finding photoelectrons with a
kinetic energy with ε in the final cationic state. It is useful to consider from
a perturbation and analytic picture of the pump and probe processes with
external fields on the system behind the measurement observables. Assume
a nuclear vibrational wavefunction χa(R, t = 0) in the ground state a. State
a and b are resonantly coupled by the pump field E1(t) centered at time, t1.
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With first-order time-dependent perturbation theory, the wave function on
the excited b state can be expressed as,

χ
(1)
b (R, t) =

1

i

∫ t

0

dt1e
−iHb(t−t1) (−µbaE1 (t1)) e

−iHat1χa(R, 0), (2.1)

where Ha and Hb are nuclear Hamiltonian of the vibrational wave function
on the potential energy surface (PES) corresponding to the the electronic
states a and b. µba and µcb (next equation) are the transition dipole moment
between state a and b and between state b and c, respectively. Incorporating
the subsequent interaction with the probe pulse, E2(t2), the wave function
in the final state c can be express by the second order perturbation theory
as

χ(2)
c (R, t) =

1

i

∫ t

0

dt2e
−iHc(t−t2) (−µcbE2 (t2))χ

(1)
b (R, t2) , (2.2)

By assuming the pump pulse is localized in time around t1 = 0, so that
the initial wave function on state b will be χ

(1)
b (R, 0) and Equ. 2.2 can be

rewritten as

χ(2)
c (R, t) =

1

i

∫ t

0

dt2e
−iHc(t−t2) (−µcbE2 (t2)) e

−iHbt2χ
(1)
b (R, 0). (2.3)

Due to the fact that the final state is ionic, thus the nuclear Hamiltonian
Hc = HI + ε = T + V1(R) + ε, where T is the nuclear kinetic energy op-
erator, HI is the Hamiltonian for the ionic state, and ε is the electron ki-
netic energy. One can also write Hb as T + Vb(R) and the probe field as
E2 (t2) = 1

2
E02 (t2) (e+iω2t + e−iω2t) where E02(t2) is the amplitude envelope

of the function on the ionic state associated with a photoelectron energy ε.
ω2 is the laser frequency of the probe pulse. By plugging E2 (t2) and Hb

and Hc into Equ. 2.3, the wavefunction on the cation ionic state then can be
rewritten as,

χ(2)
c,ε (R, t) =

−1

2i
e−i(HI+ε)t

∫ t

0

dt2e
i(T+VI(R)+ε)t2µcbE02 (t2)

×
(
e+iω2t + e−iω2t

)
e−i(T+Vb(R))t2χ

(1)
b (R, 0).

(2.4)

This equation becomes useful since the wave function in the state of the
cation can be associated with the state potential between the excited state b
and cation state c, and the kinetic energy ε of the outgoing photoelectron. To
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assume a case of an idealized experiment in which the evolution of the wave
function during the probe pulse is neglected. This allows one to neglect the
commutators between the T and V for both HI and Hb inside the integral.
We again make the rotation-wave approximation, where we keep only the
on-resonance e−iω2t term from the applied filed. The above equation then
can be rewritten as,

χ(2)
c,ε (R, t) =

−1

2i
e−i(HI+ε)t

×
∫ t

0

dt2e
i(VI(R)−Vb(R)−ω2+ε)t2µcbE02 (t2)χ

(1)
b (R, 0)

(2.5)

The probability of finding an electron in the cation state then can be obtained
by the norm in the cation state wavefunction which can be expressed as,

P (ε, t) =
〈
χ(2)
c,ε (R, t) | χ(2)

c,ε (R, t)
〉

(2.6)

By doing the integral, one will find that the probability will be only profound
when the values Vi(R) − Vi(R) − ω2 + ε approaching zero, i.e., the energy
of the photoelectron produced, ε roughly follows the different between the
potentials where the wave packet is located in the nuclear coordinate:

ε = ω2 − (Vc(R)− Vb(R)) . (2.7)

This will be experimental reflected in the photoelectron kinetic energy yield
in which the kinetic energy of the photoelectron is equivalent to the probe
photon energy minus the ionization potential between the intermediate state,
and the probability is relevant to the integral of the nuclear wavefunctions.

2.2.1 TRPES experimental setup

Figure 2.2 showcases a schematic diagram of the gas phase TRPES exper-
iment. The experiment has to be conducted in a vacuum chamber with a
baseline pressure in the order of 10−7 to 10−6 Torr of pressure. The molecules
are delivered either by a diffusive or pulse nozzle into the vacuum chamber. In
conjunction with a velocity map imaging (VMI) spectrometer (can be other
type of electron spectrometers, such like a time-of-flight magnetic bottle),
and a position sensitive detector, the kinetic energy and angular distribution
of the photoelectron is obtained. The setup involves a pump-probe frame
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work as shown in Fig. 2.2, the electrons generated by the probe pulse then
are projected onto a two-dimensional detector with the aid of an external
electromagnetic field, and the information content is preserved by the mo-
mentum distribution of the photoelectrons.

Figure 2.2: A schematic cartoon diagram of time-resolved photo-
electron spectroscopy.

The probing laser pulse lies in the region of vacuum UV (VUV) regime
and the advantage of using the VUV light being as the probe is the ability
of ionizing from everywhere in the excited states, avoiding the “windowing
effect”, but without having the background from the ionization of the ground
state. Both pump and probe beams can employ a weak field single photon
excitation and ionization, making the so called 1+1’ configuration. [56, 57]
The weak field 1+1’ pump and probe configuration is also in great favor
to the theoretical modeling, such that both the pump and probe processes
can be calculated in great accuracy. A typical examples can be seen from
Ref. [58]. The intensity of the pump pulse is usually below 1012W/cm2 and
the probe pulse intensity is more than an order of magnitudes lower than the
pump.
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2.2.2 VUV light generation and UV-VUV pump-probe
setup

A commercial ultrafast Ti:sapphire laser systems (KMLab) was applied to
the time-resolved photoelectron spectroscopy. The laser consists of an oscil-
lator and an amplifier setup, outputting a ∼30 fs, ∼1.2 mJ pulse at central
wavelength of 780 nm (ω) with a repitition rate of 1 kHz. Fig. 2.3 shows
the optical layout of the VUV pulse generation together with the UV-VUV
pump-probe setup and a velocity-map-imaging (VMI) spectrometer. This
configuration was used for the photoelectron and/or photoion experiments
in Chap. 3 ,4 and 5. 1 The total IR (fundamental, ω) output is split into two
components from a beam splitter with 80/20 reflection/transmission. The
main portion from the reflection is sent into a frequency tripling stage, gen-
erating the 3rd harmonic generation at central wavelength of 260 nm (THG,
3ω, 4.75 eV). The tripling stage consists of a series of crystals along the beam
path. The generated 3ω is then split into two arms, in which the main com-
ponent is mixed with the small portion of the transmitted IR beam in a gas
cell for fifth-harmonic-generation (5ω, 7.94 eV) at the vacuum-UV (VUV)
regime. The VUV and the small portion of the UV are then sent into the
interaction chamber, forming a pump-probe geometry.

One can see a detailed configuration of the UV generation in the frequency
tripling state from the sub-panel inside Fig. 2.3. The UV generation is facil-
itated with two Beta Barium Borate (β-BaB2O4, BBO) plates successively
along the propagating of the fundamental. The first BBO plate generates the
second harmonic generation (SHG, ω + ω) and the second crystal generates
the third harmonic generation (THG, UV) by mixing the collinearly prop-
agated SHG with the residual fundamental (2ω+ω). Both generations are
under Type I phase matching condition and it requires that the two pump
and seed beams are in same polarization direction, whereas, the generated
signal beam is 90◦ polarized with respect to the incoming beams. In order
to fulfill the right polarization in the second BBO crystal, a zero-order dual-
band waveplate (WP) is applied in order to rotate the ω (λ/2 @ 780nm) for
90◦, and 180◦ for 2ω (λ @ 390nm). As shown in Fig. 2.3, the outgoing UV
beam is in same polarization with the incoming IR beam (P-Polarization).
As the ω and generated 2ω propagating thought the crystals, one needs to

1The TRPES at Chap. 3 was first performed at National Research Council (NRC) of
Canada, and then was reproduced in Stony Brook. Whereas, the TRPIS in Chap. 3 and
TRPES in Chap. 4 and Chap. 5 were conducted in Stony Brook.
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Figure 2.3: Optical layout of the UV/VUV pump/probe setup used
in the TRPES and TRIIS experiments. The color-coded lines represent
different harmonic generations: red is for IR (ω), cyan SHG (2ω), blue THG
(3ω) and, purple for VUV (5ω), respectively. One movable stage is used
to temporally overlap the IR and UV pulses for VUV generation, and a
second one is used to perform the UV-VUV pump-probe measurement. A
sub-panel displays the details of the UV frequency tripling stage with the
optical components and the relevant polarizations directions. The UV and
VUV beams are combined and loosely focused to a molecular beam in a VMI
spectrometer under vacuum, and photoelectron or photoion are projected to
a 2D position-sensitive charged particle detector.

take into account the effect of the group-velocity-mismatch (GVM) in order
to make the THG efficiently. Generally, different colors of light transmit
through the materials with different group velocities, and the limited thick-
ness of the SHG crystal and the waveplate induce a temporal “walk-off”
between the foundamental and second harmonics. Usually, a negative dis-
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persion compensator made of calcite (c-cut, 41◦) is used to delay the residual
IR with respect to the SHG, bringing them back together in the THG crys-
tal. This setup gives about 30 µJ of UV output, and several UV dielectric
mirrors are used to clean the residual IR and SHG before sending into the
vacuum chamber. A 15/85 reflection/transmission 2mm-thick UVFS beam
splitter is inserted into the beam with 45◦ incidence angle to separate the
UV into two arms, with the reflected beam (<5µJ) being used as the pump
and the transmitted beam (∼25 µJ) for generating the VUV pulse.

Figure 2.4: Spectrum and pulse characterization of the UV genera-
tion. In this figure, panels (a) and (b) show the spectra of the fundamental
IR and generated UV. Panel (c) shows the pulse shapes according to the
measured spectra by assuming a transform limited (TL) Gaussian shaped
pulse, whereas panel (d) displays a measured 2D SD-FROG trace and 1D
cross-correlation line-out. The IR spectrum is taken with a Ocean Optics
HR4000 spectrometer, the UV spectra was taken with the high-resolution
AvaSpec-2048L UV spectrometer, and the FROG traces was collected with
a home-built SD-FROG setup in conjunction with a Ocean Optics USB2000
spectrometer.

Figure 2.4 illustrates some characteristics of the UV pulse generation.
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Panels (a) and (b) shows the spectra from the fundamental IR and UV. The
bandwidth of the UV is measured as 1.8 nm FWHM (∼50 millielectronvolt
(meV)) centered at 261 nm, corresponding to a transform limited (TL) pulse
duration of ∼ 45 fs FWHM. In order to better estimate the pulse shape of
UV, a proper characterization with the self-diffraction frequency-resolved-
optical-gating (SD-FROG) technique is necessary. [59] The result of the UV
SD-FROG trace can be found in Fig. 2.4 panel (d). There is still a chirp
to the UV pulse indicated by the tilted shape in the contour plot of the
2D FROG trace. The spectrum integrated line-out gives a cross-correlation
width of ∼90 fs FWHM and a FROG reconstruction yields a pulse duration
of < 60 fs.

Figure 2.5: VUV generation phase matching configuration. Panel (a)
shows the phase matching condition of the 5ω in the non-collinear four-wave-
mixing configuration. The angle, θ, between the IR and UV is controlled by
the transverse separation (d). In panel (b), the phase matching angle between
the IR and UV is calculated from the Sellmeier equation as a function of argon
gas pressure.

Let us switch gears to the VUV light generation. It is nontrivial to make
the fifth harmonic generation VUV compared with the third harmonic gen-
eration of UV in crystal. Different from the harmonic generation in crystal,
the VUV has reached the transmission cut-off edge of most condensed mat-
ter materials with few exceptions [60, 61, 62]. Besides the generation, the
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VUV spectrum lies in the region with strong absorption in the atmosphere
(mostly corresponding to the absorption from oxygen), therefore the fifth
and higher order harmonics need to be generated and propagated under vac-
uum conditions. In our experiment, the VUV is made from the UV and
IR beam in the gaseous of argon, under the phase matching condition of a
non-collinear four-wave-mixing (3ω + 3ω - ω = 5ω) scheme [63, 64, 65]. Com-
pared with the collinear geometry, this phase matching angle can be fulfilled
under relatively much higher gas pressure [66]. A cartoon diagram of the
phase matching geometry can be viewed from Fig. 2.5 panel (a). Panel (b)
showcases the calculated phasing matching angle between the incoming IR
and UV beams, according to a Sellmeier-type equation as a function of the
gas pressure [63, 67]. The UV and IR beams are focused into an argon gas
cell by using a plano-concave CaF2 lens of 30 cm focal length and the phase-
matching angle is controlled by the transverse distance between the UV and
IR beams, as shown in Fig. 2.5 panel (b). In the residual IR arm, a telescope
is applied to adjust the focus position of the IR such that the focuses of the
UV and IR can be longitudinally overlap. Approximately 100 nJ of the VUV
is generated in the setup.

A schematic diagram of the vacuum chamber and the VMI spectrometer
is shown in Fig. 2.6. Once generating the VUV light, IR, UV as well as
VUV beams are propagating divergently from up-stream to the interaction
chamber through a thin window (CaF2, 500 µm). [68, 69, 70] Upon reaching
the down-stream VUV dichroic mirror, the beams travel between the middle
and bottom plates of the VMI setup through a pair of special designed baffles.
In the down-stream, the VUV beam is reflected and loosely focused by the
dichroic mirror (Layertech GmbH) inside the vacuum chamber back to the
VMI plates. The mirror has a high reflectively coating of > 90% at 0◦ for
156 - 160 nm light and < 5% reflectivity for 260 nm and 780 nm, allowing
us to get rid of the residual IR and UV. The mirror sits in a movable mirror
mount, in order to physically align the VUV beam back into the middle of
the VMI plates. On the other hand, the pump UV is loosely focused by a
curved mirror into the vacuum chamber and overlapped with the VUV beam
in the molecular beam. If the beam travels through the dichroic mirror (6
mm thickness) at the same spot from where the VUV reflected, the temporal
smearing between the two beams is minimized. However, any material to
the ultrashort pulse will induce dispersion, hence stretching the pulse. In
order to avoid the unnecessary dispersion, a custom designed mirror holder is
employed in which allows a dichroic mirror and a thin (500µm) CaF2 window
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both sitting on the holder which is shown in in two pictures of Fig. 2.6.

2.2.3 Photoelectron and photoion coincidence velocity
map imaging spectrometer

The VMI spectrometer employs a continuous molecular beam, an electro-
static lens and a micro-channel-plate (MCP) and phosphor based position-
sensitive detector. Fig. 2.7 depicts a cartoon drawing of the VMI spectrometer
together with a fast time-stamping camera, TimePix3 camera. The electro-
static lens consists of a standard repeller-extractor-ground electrode lens sit-
ting inside a µ-metal sheet cylinder for magnetic shielding. [71] The pump
and probe beams propagate parallel through the plates perpendicular to
the molecular nozzle. Above the VMI plates is a ∼20 cm long time-of-flight
(ToF) tube and at the end of the tube, there is a home-built charged particle
position-sensitive 2D detector and the fluorescence light from the phosphor is
collected by the TimePix3 camera. [72] Both the pump and probe pulses are
linearly polarized with the polarization direction perpendicular to the ToF
direction, such that there is symmetry about the laser polarization allowing
for an Abel inverse transforming the data.

Fig. 2.8 left panel showcases the VMI static lens assembly. The repeller,
extractor and the ground plates are made of thin titanium, sitting on a
four-alumina-rod frame held by a KF40 flange. Two Kapton wrapped wires
connect to the plates are used to add voltages to the repeller and extractor,
respectively, and the ground plate is connected to the chamber body. The
plates are relative small (1.25”, 38mm, diameter) which makes the whole
setup compact. The generated photoelectrons and/or photoions are pro-
jected to a home-built charged particle position sensitive detector which con-
sists of two MCPs and a phosphor screen. The MCPs and phosphor screens
are sitting on a 6” conflact flange which can be seen in Fig. 2.8 right panel.
The MCPs (Photonis, 40 mm active diameter) are orientated in the Chevron
configuration for higher electron avalanche efficiency. A P47 type phosphor
(Beam Imaging Solution) screen is fixed to the back side of the MCPs. The
fluorescence light from the phosphor screen transmit through a window and is
focused to the camera. In order to detect both photoelectrons and photoions
with a single detector, the VMI voltages are initially negative for collecting
photoelectrons. The polarity then is rapidly switched after detection of the
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Figure 2.7: A schematic of momentum-resoled photoion spec-
troscopy using TimePix3 camera. This figure lays out the UV-pump
VUV-probe apparatus with VMI detection of ions and/or electrons. The
main difference from Fig. 2.2 is the ability of the fast high-voltage switches
on the VMI plates, and the implementation of TimePix3 camera, which al-
lows both detection of electrons and ions for each laser shot. The TimePix3
camera is able to record the hit position (x, y) as well as the time-of-arrival
(t) for each charged particle with ns time resolution.

electrons. 2 Since the time between ionization and detection of the electrons
is small (less than 100 ns), we can neglect the motion of the ions before the
voltages on the VMI plates are switched.

TimePix3 camera has excellent spatial and temporal resolution, and can
simultaneously measure the time and position for each hit, allowing us to

2The voltage flipping usually takes plate 10 ns after the electrons arrive the detector. The
flight time of the electron is less than 100 ns.
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Figure 2.8: Pictures of VMI electrostatic lens and 2D charged par-
ticle detector. The panel in the left shows repeller-extractor type electro-
static lens for velocity mapping of the electrons and/or ions. Panel in the
right shows an inside view of the home-built position sensitive charged par-
ticle detector, consists of two chavron type configuration MCPs and a P47
phosphor screen (∼70 ns emission lifetime [73]). The whole detector is sitting
in a 6” conflact flange.

determine the mass and velocity, V(x), V(y), and V(z). 3 We note that with
the current ∼1 ns time resolution, the 3D momentum measurement for ions
is possible without requiring an inverse Abel transform, while for electrons
we rely on cylindrical symmetry about the pump and probe laser polarization
axis to invert the two dimensional data since the electrons all arrive within a
few ns and its V(z) cannot be determined from time. In contrast with a con-
ventional frame-based camera, the TimePix3 camera records the position (x
and y) and time (t) for each electron or ion incident on the detector, and the
pump-probe delay information for each electron or ion incident is encoded
into the data set by a systematic variation in the trigger signal to the cam-
era. The camera’s large throughput enables a straightforward switch between

3x direction is along the laser propagation, and y is perpendicular to x, forming a plane
that is parallel to the VMI plates. z is the direction from the plates towards to the
detector.
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low-rate coincidence and high-rate non-coincidence detection modes. In ad-
dition, as a standalone piece of equipment outside the vacuum chamber, it
allows for easy exchanges, upgrades and maintenance.

A common issue involved with VUV light a so called “stray electron”
problem. As the VUV beam propagates through the apparatus, the VUV
photons can be scattered on the surface of the titanium plates. The energy
of these photons are high enough to generated electrons from the photoelec-
tric effect. These stray electrons are directed to the detector together with
the photoelectron from the ionization of the sample molecules. Due to the
lower work function (< 5 eV) of the metal as well as higher density com-
pared with the gaseous molecular sample, the stray electrons generation is
efficient and the number of the stray electrons can be several order of mag-
nitude higher than those from the molecules. [74] This mainly results two
consequences. First, the large number of stray electrons may either saturate
the detector or induce a huge background in the signal, lowering the signal to
noise ratio. Second, the large number of stray electrons reaching to the detec-
tor increases the possibility of overlapping hits, which ruins the centroiding
algorithm during the data acquisition.

Any direct incident or scattered VUV photon from other surfaces can
possibly generate stray electrons at the VMI plates. In order to avoid the
stray electrons, a pair of baffles were installed on both side of the VMI plates
along the laser beam propagation direction. A baffle consists of cylinder and
a holder that hold the cylinder. According to the dimension of the chamber
and the VMI geometry, the position, length, and the inner diameter of the
cylinder were determined with care, such that VUV photons were prevent to
reaching at any areas of the the repeller and extractor plates. A baffle design
can be found from the pictures in Fig. 2.6.

The reaction chamber base pressure is ∼ 10−7 Torr, and the running
pressure is kept at ∼ 10−6 Torr. A multi-functioning sample manifold is
integrated into the VMI chamber, which allows delivering gas, liquid, as well
as solid phase samples. Two sets of molecular nozzles are installed onto
the vacuum chamber, facing each other on the opposite side of the VMI set
up. A schematic drawing of the sample manifold is depicted in Fig. 2.9. A
nozzle with a diameter of 30 µm is set parallel to the surface of repeller and
extractor plates from one side, which is used for delivering gas and liquid
samples with relatively higher vapor pressure. The nozzle is connected to a
sample manifold. Liquid samples are loaded into the sample cell, pumped on
while frozen (“freeze pumped”) in order to remove air from the sample, and
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then regulated with a precision leak valve (also for gas samples) between the
sample cell and the nozzle. The pressure behind the nozzle is kept at several
Torr, which generates a continuous molecular beam through the nozzle to
the VMI chamber.

Figure 2.9: Multi-sample manifold configuration in the photoelec-
tron and photoion spectrometer. The apparatus is integrated with two
sets of molecular nozzles. The nozzle on the left hand side of the figure is for
delivering gas and liquid sample. The assembly in the right hand side plays
the role of delivering solid samples with capabilities of heating and temper-
ature controls. Solid samples are enclosed in an oven, connected with a pipe
to the molecular nozzle.

In order to deliver solid samples, another custom designed sample man-
ifold with heating and temperature controlling ability is installed onto the
opposite direction of the gas and liquid nozzle. The manifold is composed
of a sample oven, a delivering pipe, and a molecular nozzle. Several sets of
heating tapes and thermal-couples are wrapped on the oven in the outside, as
well as the pipe and the nozzle in the vacuum, for heating and temperature
measuring. The temperatures of different components are carefully controlled
such that a gradient from the oven to the nozzle can be formed: i.e., the tem-
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perature is slightly increasing from the oven towards to the nozzle, preventing
potential clogging. One of the issues related to the solid sample experiment is
the sample coating onto the VMI plates, leading to a distorted VMI focusing
condition. This is essential for solid sample experiment. Therefore, we make
use of a pair of blades forming a slit opening and mounted it in front of the
nozzle, in order to limit the molecule beam vertical spreading angle. The
opening size and the distance to the nozzle are carefully decided in order to
deliver more sample but preventing coating the whole area of the plates.

2.2.4 VMI pump-probe data acquisition and analysis

Here we describe the experimental data acquisition and analysis of the pho-
toelectron and photoion measurements. The TRPES measurement in chap. 3
and Chap. 4 were carried out in Stony Brook, whereas the experiments pre-
sented in Chap. 5 were performed at National Research Council of Canada
(NRC) and reproduced afterwords in Stony Brook. In these experiments, the
data were taken with a conventional fast frame-based camera (From Basler,
acA2000-340 km, used in Stony Brook), whereas, the momentum-resolved
photoion measurement was taken by Timepix3 camera in Stony Brook [75].
In all these measurements, the photoelectron VMI images or photoions are
recorded as a function of pump-probe delay. Each sequence of pump-probe
delays, i.e., a single experimental scan, is kept relatively short (integrating
several hundreds of laser shots) in order to mitigate the impact of low fre-
quency signal fluctuations on the pump-probe measurement. These slow
fluctuations are usually induced by the temperature changes which will drive
the changing of the UV and VUV pulse energy from the laser and the har-
monic generations.

Typically, the UV/VUV pulse energy are set sufficiently low in order to
avoid any single color multiphoton ionization with either pulse. In addi-
tion, an image off time-zero of the pump and probe pulse, often far negative
pump-probe delay, is taken which accounts for any possible ionization from
individual pump and probe alone as well as other backgrounds signal. A
multi-step-size delay axis is often implemented in order to efficiently scan
both the short (near time-zero with small step-size) and long (far away time-
zero with larger step-size) time scale dynamics. The VMI image at each
pump-probe delay step is usually an integration of several hundred to a thou-
sand laser shots, and a typical dataset contains approximate 100 delay steps
in each scan and 80-100 scans are averaged.
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Figure 2.10: Xe photoelectron VMI image and kinetic energy line-
out through non-resonance 3 UV photon ionization. This image was
recorded using the VMI spectrometer discussed in Sec. 2.2.3. 3 UV photon
ionizes Xe into the lowest cation state, with two spin-orbit coupling split
energy of 1.34 eV. Top left panels is the raw photoelectron image after cen-
ter finding, imaging rotation, and symmetrization. Top right panel shows
the Abel inverted image and two features (rings) are corresponding to the
spin-orbit coupling state, J+ = 1/2, and J+ = 3/2. Bottom panels show-
case the kinetic energy line out (photoelectron spectrum) after the polar
and azimuthal interaction of the inverted data, left for energy uncalibratied
and right for energy calibrated. The pump and probe laser polarization is
indicated by a white arrow in the raw image.

For a TRPES dataset, the recorded photoelectron VMI images are pro-
cessed through several procedures. First, a reference image taken at large
negative delay is subtracted from each image in the pump-probe scan, obtain-
ing a “background free” image for each delay. These images are then averaged
from all the scans. The center of the VMI image need to be located, either
manually set or defined by the center of gravity or other fitting algorithms.
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The images is then rotated in order to align with the polarization correctly,
followed by a imaging symmetrization of the four quadrants. 4 An inverse
Abel transform is then applied in order to reconstruct the 3D momentum
distribution, which relies on the condition that the generated photoelectron
or photoion has the cylindrical symmetry about laser polarization axis. The
photoelectron spectrum is then obtained via polar and azimuthal integration
of the 3D distribution. Fig. 2.10 showcases an example of the TRPES anal-
ysis and data is recorded with non-resonance 3 UV photon ionization of Xe.
Top panels show a raw (left) and Abel inverted (right) VMI image and bot-
tom panels show the kinetic energy line-out after the inverse Abel transform.
The main features of the inverted VMI images are two kinetic energy rings
labeled as J+ = 1/2, and J+ = 3/2 and these features can be also seen from
the photoelectron lineout (bottom left) where two peak located at different
pixel numbers.

If a known photoelectron kinetic energy distribution can be recorded,
then under the same focusing conditions (voltages in the plates) utilized in
the experimental measurement on the molecules of interest, and the absolute
energy calibration as well as the detector energy resolution can be obtained.
This can be accomplished by the Xe measurement. As I mentioned, the
two features in the Xe photoelectron spectra are corresponding to two state
(spin-orbit coupling) with well defined IPs: J+ = 3/2, Xe+(2P3/2) with an IP
of 12.13 eV, and J+ = 1/2, Xe+(2P1/2) with an IP of 13.43 eV [76, 77]. Thus
these features can be also used to calibrate the energy axis of the measured
photoelectron lineout. For a VMI spectrometer, the relationship between the
kinetic energy of a photoelectron and the radius (pixel of the camera image)
in the detector can be described with an simple equation,

Eke =
mev

2

2
= αR2 (2.8)

where Eke is the kinetic energy, me and v are the mass and speed of an
electron, and R is the radius from the center of the VMI image. α is the
calibration factor which is only related to the running condition of the ex-

4The polarization axis is usually checked by looking at the image in the spatial imaging
mode. In the spatial imaging mode, the VMI plates voltages are tuned such that the
positions (in stead of kinetic energy) of the photoelectrons/photoions generated along
the laser beams are imaged to the detector. In this way, the laser polarization of the
beams can be accurately determined according to the beam propagation, in which the
polarization direction is perpendicular to the laser beams.
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Figure 2.11: Energy integrated TRPES signal of Xe used to deter-
mine IRF. This figure shows the photoelectron spectra of the UV-VUV
pump-probe on Xe gas. Fitting the integrated spectra of this data give the
IRF of 73 fs in this experiment.

periment.5 With 3 UV (∼261 nm) photon , the totally energy is 4.75 × 3 =
14.25 eV, thus the kinetic energies of the two peaks in the Xe photoelectron
spectrum are 2.12 (J+ = 3/2) and 0.82 (J+ = 1/2) eV, respectively. These
energies can be used to calibration the photoelectron spectra and the kinetic
energy calibrated spectrum is shown in the bottom right panel of Fig. 2.10.
Besides the energy calibration, the Xe measurement can also give an approx-
imated upper limit of the energy resolution of apparatus. According to the
kinetic energy peak for J+ = 3/2, a 400 meV in FWHM is treated as the
energy resolution.

Generally, in any pump-probe measurement, it is essential to locate the
pump-probe time-zero (T0) and extract the instrument response function
(IRF) in great accuracy, which is the key to follow the dynamics of the
measurement correctly. In our experiments, the pump-probe T0 can be de-
termined in a relatively convenient way, by performing a TRPES (or ToF
mass spectroscopy) measurement with either Xe or ethylene under the same

5α can be also expressed by a simple equation as α = eU
L2 , where eU is the gained kinetic

energy from the external field in the VMI plates and L is the distance between the top
plate (ground) and the detector. This equation assumes that the free flight distance of
after the electron leaving the VMI region is much larger than the VMI setup.
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Figure 2.12: Ethylene TRPES signal and fitting results used to de-
fine time-zero and the impulse response function determination. A
TRPES measurement of ethylene can be seen in panel A. Positive delay cor-
responds to VUV-pump and UV probe. Panel B shows the energy integrated
photoelectron yield and fitting results.

experimental condition with the samples of interest. For Xe, a non-resonance
UV + VUV (1+1’) ionization experiment can be performed. The total energy
of the UV+VUV is 4.75+7.95=12.70 eV, which can reach to the state of J+

= 3/2. Presented in Fig. 2.11 is a energy-integrated photoelectron yield of
Xe with UV+VUV, yielding a cross-correlation of 73 fs FWHM from a single
Gaussian fitting, which can be treated as the IRF and directly related to the
UV and VUV pulse duration through σcross−correlation =

√
σ2
UV + σ2

V UV . The
TRPES measurement in Chap. 5 use Xe measurement to located T0.

Different from Xe, ethylene has strong absorption around VUV region
and ethylene undergoes rapid relaxation through conical intersection down
to ground state, such that the ionization yield as a function of time roughly
maps out the IRF of the apparatus [78, 79, 13]. With our pump-probe
setup, the ethylene molecules are excited with the VUV pulse, followed by
the ionization of the UV pulse, and the TRPES of ethylene can be found
in Fig. 2.12 panel (a). 6 By fitting the ethylene signal with a Gaussian and
an exponential function, we acquired the time-zero and IRF of the UV-VUV

6Pay attention that the positive delay in Fig. 2.12 corresponds to VUV light pumping and
UV light probing, i.e., VUV pulse comes before the UV pulse.
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cross correlation, which is ∼ 80 fs. The TRPES measurements from Chap. 3
and Chap. 4 use ethylene measurement to locate T0.

While the TRPES measurements can be accomplished using a conven-
tional frame based camera, the momentum-resolved photoion measurement
is more challenging, because there are multiple species in the ToF mass
spectrum. With a conventional camera, previous measurements were usu-
ally accomplished by gating the voltage on MCPs within the ToF window
that correspondents to the fragment of interests (e.g., parent ion or dissoci-
ated fragment) [72]. In the photoion measurement of CH2I2 and CH2IBr in
Chap. 5, I implemented the Timepix3 camera which was able to capture all
the ion species without gating the detector. TimePix3 is designed to be able
to acquire the ToF information of photons into the detector. The camera’s
main function units consist of a specialized silicon sensor [80], a Timepix3
chip [81] and a SPIDR readout system [82], in which it allows each indi-
vidual pixel unit functioning independently with a fast pixel refreshing rate
(∼640MHz). The light generated on the phosphor from each individual ion
can be recorded separately according to the different arrival time and it also
records the position information, providing both position and time which
allows for 3D momentum, Px, Py, and Pz for each hit detected [75].

Figure 2.13: ToF mass spectrum of CH2IBr obtained from Timepix3
camera. Note that the bromine isotopes are clearly separated in this mea-
surement.

Figure 2.13 shows a histogram plot of the ToF mass spectrum recorded
by TimePix3 camera in the TRPIS experiment of CH2IBr. One can see the
clear discriminated different ion peaks corresponding to the bromine isotopes.
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In the pump-probe measurement with TimePix3 camera, each ion event,
instead of VMI image, is encoded with the pump-probe delay information
and the momentum or kinetic energy can be then calculated according to
both the position on the detector and the time of arrival, X → P x, Y → P y,
and Z → P z. I note that with the current ∼1 ns time resolution, the 3D
momentum measurement for ions is possible without requiring an inverse
Abel transform, while for electrons we rely on cylindrical symmetry about
the pump and probe laser polarization axes to invert the two dimensional
data since the electrons all arrive within a few ns. On the other hand, the
VMI image for a single ion species can be also generated such that the analysis
procedures of the photoelectron VMI image aforementioned is applicable.

2.3 Gaseous ultrafast electron diffraction

In this dissertation, we made use of electron diffraction being as a structural
probe. Compared with X-ray diffraction, UED allows for a much larger range
in the momentum transfer space (≥10 Å−1) which is favorable for higher
spatial resolution. The temporal resolution of gas phase UED experiments
using KeV (sub-relativistic) electrons is dominated by two main factors due
to the electron bunches. Due to the space-charge induced bunch broadening,
the distance between the electron gun and the sample has to be kept in
very small, usually in the order of several centimeters and the number of
electrons in each bunch is also kept low (few tens of thousand). The second
main challenge arises from the the velocity mismatch between the pump
laser pulse and the probe electron bunch associated with a typical gas target
thickness much larger than a few micrometers.

In order to accomplish higher temporal resolution in the face of space-
charged and velocity mismatch, one solution is to bring the electron up to
relativistic regime, i.e., Mega-electron-volt (MeV) electron kinetic energy.
Thus we make use of electron diffraction beamline at SLAC national lab, in
which the electron beam energy is ∼ 3.7 MeV. Compared with conventional
UED setup with KeV electron beam, the space-charge repulse effect is much
smaller and the velocity mismatch us negligible. Fig. 2.14 depicts a cartoon
diagram of a gas-phase UED experiment with the example of CH2I2 which
will be described in Chap. 3. Similar with other time-resolved spectroscopies,
in UED experiment, a basic pump-probe scheme is established using an op-
tical ultrashort laser pulse and an electron bunch being as the pump and
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Figure 2.14: A schematic of gas-phase UED setup. An ultrashort 266
nm pump laser (in blue color) excites the CH2I2 molecules in the molecu-
lar beam from a pulsed nozzle, while a 3.7 MeV electron pulse probes the
transient structural changes after the initial excitation. The electrons are
scattering from the molecules and projected to a two dimensional detector
in far field. The time-dependent scattering intensity map are recorded with
a camera.

the probe, respectively. Both pulses originated from a Ti:sapphire ultrafast
laser system. In the CH2I2 experiment, a deep UV pulse which is the 3rd

harmonic, initiates the dynamics by launching a wave packet on the excited
states. A gas phase molecular beam is introduced from either a diffusive
nozzle or pulse valve, to interact with the pump and probe pulses. The op-
tical pulse and the electron bunches are combined using a “holey” mirror in
which the electron going though the hole and the UV beam is reflected by
the mirror near the hole, restricting the angle between the electron beam and
laser pulse in a very small angle. The main beam and the diffracted electrons
are projected to a two dimensional detector in the far field and diffraction
patterns are recorded by a camera. The beams are usually kept close to the
nozzle in order to obtain higher gas density.

As I will discuss in Sec. 2.3.2, we are able to achieve with a spatial-
and-temporal resolutions at 0.63 Å and 150 fs FWHM, respectively. This
makes it possible to capture the dynamics at the very beginning after the
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initial excitation, effectively making a “molecular movie” as the chemical
process taking place from reactants all the way to the products. In the rest
of the section, I will introduced the elastic scattering theory of gas-phase
UED, relativistic UED setup in SLAC National Laboratory, as well as the
experimental data acquisition and analysis.

2.3.1 Gas phase electron diffraction theory

Electron diffraction is widely used for structure determination. We consider
an energetic electron beam scattering off a molecule and the contribution
only from the nuclear charge density, i.e., elastic scattering model. Assume
that ko is the wave-vector of the incident electrons which can be represented
by a plane wave of the form eik0z for the electron beam propagating along z -
direction, the primary quantity of interest is the scatting vector (wave-vector
change) s ≡ ko - k, where k is the wave-vector for the scattered electrons.
The diffraction pattern is usually expressed as a function of s in momentum-
transfer space (unit of Å−1), and geometrically its magnitudes can be written
as:

s = |k− k0|
= 2ko sin(θ/2)

=
4π

λo
sin(θ/2)

(2.9)

where λ0 is the de Broglie wavelength of the electrons, and θ is the scattering
angle between ko and k. We consider the widely-used independent atomic
model (IAM), based on the approximation that the scattering amplitude and
phase from each atom is dominated by spherical potential atoms at specific
locations within the molecules, i.e., the each atom in the molecule is treated
as an isolated atom and the the scattering from the bonding electrons is ne-
glected [83, 84]. 7 We note that recent experiments and calculations proved
that both the elastic (dominated by nuclear charge density) and the inelastic
(dominated by bonding electrons) scattering signatures can be captured si-
multaneously, whereas the inelastic scattering signals is located in very small
s, typically smaller than 1 Å−1 [85]. This is because the binding electrons
usually have very weak influence on the scattering cross-section when the
electron energy is higher than a few hundred eV [86, 84].

7IAM can break down and diffraction signal can have contribution from delocalized bond-
ing electrons. These contribution are dominated by inelastic scattering.
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Under the assumption that the incoming electrons are plane waves, the
scattering amplitude may be best modeled as outgoing spherical waves from
individual atoms from a molecule of the form:

ψ(R, θ) = f(θ)
eikR

R
(2.10)

where f(θ) is the complex-valued angular-dependent scattering amplitude
and R the distance from the atom. Equ. 2.10 describe the scattering from an
individual atomic center. In general, one needs to coherently add the scat-
tering amplitude from all atoms in the sample, with the detected scattering
intensity being the square of this coherent sum. For a molecule with N total
atoms, Equ. 2.10 results in the following expression as a function of s:

Isample(θ) ∝

∣∣∣∣∣
N∑
n=1

fn(θ)
eis·rn

R

∣∣∣∣∣
2

(2.11)

where rn is the vector connecting the nth atom to the detector, and R
the average distance from the atoms in the sample to the detector. Due to
the large ratio between the distance R and the spatial extent of the sample,
the 1/R amplitude dependence is same for all atoms. Equ. 2.11 is true for
individual molecules in any case. However, its usefulness very much depends
on the type of molecular sample. For instance, in gas-phase samples that
we are interested, the different molecules are randomly positioned (nonspa-
tially uniform) and orientated throughout the sample, and transverse spatial
coherence of the indecent scattering wave is often small compared with the
intermolecular space and sample size. This leads to Equ. 2.11 becoming im-
practical, and the contribution of the scattering intensity of each molecule
to the total diffraction signal adds with a random overall phase. 8 In other
words, for intramolecularthe scattering signal is coherently added up whereas,
for intermolecular, the contribution is added up incoherently, implying they
add as the sum of squares as opposed to the square of a sum.

Ideally, gas-phase diffraction measurement would use perfectly aligned
molecular sample where the projection of the aligned bond lengths on to
the detector plane is same for all molecules in the sample. However, experi-
mentally, the molecular ensemble can never be perfectly aligned. Even with

8Impractical here means Equ. 2.11 is only relevant for atoms in a given molecule, and one
has to make a incoherent sum for a molecular ensemble.
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aligned gas-phase molecules, it is nontrivial to directly retrieve the molecu-
lar structure from the diffraction pattern. This is simply because one could
only measure intensity by counting the number of electrons incident on a
spatially resolved detector, instead of field of the scattering electrons, where
in the latter case, a Fourier transform of the signals yields the molecular
structure. The Fourier transform of the intensity distribution gives the au-
tocorrelaton of the molecular structure without the phase information among
the atoms, thus one need to use iterative phase-retrieval algorithms to recover
the molecular structure, even for a perfectly-aligned sample [87, 88, 89]. In
this dissertation, instead of focusing on the scenario with aligned (or partial
aligned) molecular samples, we turn to more general picture assuming the
two spatial coherent conditions aforementioned are not simultaneously satis-
fied. In the single molecule, the measured signal is the total elastic scattering
intensity from all the atoms, thus Equ. 2.11 can be rewritten as by assuming
the molecule contains N atoms:

Imolecule (θ) =
I0
R2

∣∣∣∣∣
N∑
n=1

fn(θ)eis·rn

∣∣∣∣∣
2

=
I0
R2

N∑
i=1

N∑
j=1

fi(θ)f
∗
j (θ)eis·rij

(2.12)

where rn is the position of the nth atom (relative to the detector), I 0 a
constant, and R the distance from the center of mass to the detector. The
quantity rij = ri - rj represents the vector pointing from the i th to j th atom.
Here we consider an unaligned sample and taking account the randomly
orientation of each molecule with respect to the scattering vector, each rij in
Equ. 2.12 needs to be averaged uniformly overall possible orientations relative
to the scattering vector s. It is more convenient to introduce a polar, α, and
azimuthal angle, β, representing the relative orientation between the vector
rij and s, and the angular averaging for the term, eis·rij , can be accomplished
by a double integral as:

1

4π

∫ 2π

0

dβ

∫ π

0

eis·rij sinαdα =
1

2

∫ π

0

eisrij cosα sinαdα (2.13)

And evaluating the integral yields

−e−isrij + e+isrij

2isrij
=

sin (srij)

srij
(2.14)
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As showed in Equ. 2.9 where s = 2k 0sin(θ/2), it is more convenient to
write everything as a function of s. Plugging Equ. 2.13 and 2.14 back to
Equ. 2.12, the averaged scattering intensity of Equ. 2.12 transforms to

Iaveraged (s) =
I0
R2

N∑
i=1

N∑
j=1

fi(s)f
∗
j (s)

sin (srij)

srij
(2.15)

and it could be naturally separated into two parts with i=j, or i 6=j, which
represents the atomic and molecular contribution to the total scattering in-
tensity, respectively and they can be written as:

Iaveraged (s) ≡ IA(s) + IM(s) (2.16)

IA(s) =
I0
R2

N∑
i=1

fi(s)f
∗
i (s) =

I0
R2

N∑
i=1

|fi(s)|2 (2.17)

IM(s) =
I0
R2

N∑
i=1

N∑
j 6=i

fi(s)f
∗
j (s)

sin (srij)

srij
(2.18)

where IA contains the (incoherent) sum of scattering from all the constituent
atoms in a molecule, i.e., IA has no dependence on the ri and therefor no
information about molecular structure is included in it. Thus, the atomic
scattering is independent at the excitation process since structural changes
do not affect the contribution of the atomic scattering. Usually, in the exper-
imental measurement, one cares about the scattering difference with respect
to the excitation process, and the atomic scattering then can be cancelled
by subtracting the signal before the excited process. IM represents the in-
terference due to the coherent scattering from the different nuclei in a given
molecule and the information of the time varying pair distances is included.
In contrast with the atomic scattering, the molecular contribution is differ-
ent before and after the excitation and contain information about time vary-
ing pair distances. As an example, consider the case of randomly-aligned,
gas-phase CH2I2. Fig. 2.15 showcases the simulated diffraction intensity as a
function of momentum transfer, s, for both randomly-aligned molecular sam-
ple (IA(s) + IM(s)) and only the atomic scattering component (IA(s)). Due
to the random alignment of the molecules, the coherent interference between
scattering amplitudes from different atomic centers in a given molecule is a
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Figure 2.15: Simulated static electron diffraction signal from gas
phase CH2I2 molecule with an electron beam energy of 3.7 MeV:
atomic and molecular scattering. Top left panel panels shows the elastic
differential scattering cross of carbon, iodine, and hydrogen atoms-IA(s).
Bottom left panel shows the calculated atomic scattering versus the to-
tal scattering intensity assuming the random orientation of the molecules-
Iaverage(s). Compared with the IA(s), one can observe a modulation in
Iaverage(s) which arises from the interference intensity of the pairs of atoms.
Top and bottom right panels shows the two-dimensional atomic and total
diffraction pattern.

small perturbation (IM(s)) on the atomic scattering background, but it is
this small oscillation that contains molecular structural information.

Equ. 2.18 is true when assuming the randomly-orientated molecular en-
semble contains static molecules with well-defined atomic positions, and early
works in the gas-phase electron diffraction neglect the effect of the vibration
of the atoms, which induced a smearing of the signal in the real space. In
order to account for this effect, a correction term with an Gaussian shape
can be applied to the molecular part by inducing a vibrational amplitude
between the atomic pair ij, Rij, and Equation 2.18 becomes:
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IM(s) =
I0
R2

N∑
i=1

N∑
j 6=i

fi(s)f
∗
j (s)e−

1
2
R2
ijs

2 sin (srij)

srij
(2.19)

The Gaussian shape function preforms as an damping in the momentum
transfer space, leading to a slight smaller range of the available range of the
s. This is equivalent to a reduced spatial resolution in the R space as the de-
scribed smearing. As far as we have discussed, for all the formula given above
only elastic scattering is considered. In an electron diffraction experiment,
both elastic and inelastic scattering are covered in the signal. Whereas, the
inelastic scattering is usually incoherent for electron kinetic energy in the
KeV or higher energy range, thus it does not carry structural information,
but rather remains as the background in the experimental measurement. [90]
Similar to the atomic scattering, the inelastic scattering signal behaves the
same before and after the excitation, and can be removed by simply a sub-
traction in the data analysis.

It is useful to estimate the signal level of the atomic and molecular scat-
tering signal. f (s) approximately scales as Z /s2 according to Rutherford
scattering model where Z denotes the atomic number [90]. As Equation 2.17
and 2.18, IA is a falling with a dependence of s−4, whereas IM has an s−5.
Thus the signal level of both IA and IM drop fast with s increasing. It useful
to remove the s−5 dependence in the molecular scattering, IM , by inducing
a fraction between the atomic and molecular scattering together with the
multiplying of s, defined as a “modified molecular scattering intensity,” sM,

sM(s) ≡ s
Iaveraged (s)− IA(s)

IA(s)
= s

IM(s)

IA(s)
. (2.20)

The scattering signal, IA, IA, and sM, are all in reciprocal space (momen-
tum transfer), whereas, one cares more about the structure information, i.e.,
atomic pair distances, in the real space. Each atomic pair will give rise to a
sinusoidal modulation in sM with amplitude inversely proportional to their
distance. Thus an inverse sine transform can be used to calculate a radial
distribution function as

f(r) =

∫ ∞
0

sM(s) sin(sr)e−ks
2

ds, (2.21)

where k is a damping factor, and the inclusion of the damping term is widely
applied method in the experiment in order to remove the sharp edge at smax
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Figure 2.16: Simulation of electron diffraction from CH2I2 ground
state geometry with an electron beam energy of 3.7 MeV. Panel
(a) is the raw diffraction data, while panel (b) shows the modified molecular
scattering intensity, sM(s). Panel (c) plots the azimuthal average of sM(s),
and panel (d) shows the radial distribution function, f(R).

which give rise to high frequency noise in f (r). In the case of randomly-
orientated molecules, the structural information of the interatomic distances
is included in the 1-D radial distribution function.

2.3.2 SLAC relativistic UED experimental apparatus

The first experimental demonstration of gas phase UED with a few-picosecond
temporal resolution was achieved by Zewail’s group, and several benchmark-
ing experiments have been carried out in the early years of this century, as
well as the novel data analysis methods being introduced [41, 42, 91, 92]. An
example among these experiments is following the photoinduced dissociation
pathways of diiodotetrafluoroethane (C2F4I2), in which Ihee and co-works
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were able to determine the intermediate structure during the dissociation and
the transient signal ruled out a previous hypothetical bridged structure [42].
With a conventional DC field of electron acceleration, the experiment appa-
ratus offer a temporal resolution of several picosecond which allows one to
access the interaction with slow intermediate state, however, the information
content related to the fast dynamics is not available due to the limited tem-
poral resolution with the conventional electron gun. It is very necessary to
improve the temporal resolution such that the fast nuclear motion in various
photoinduced processes can be captured.

In the CH2I2 experiment described in Chap. 5, the focus is on photoin-
duced dissociation dynamics takes place in the order of ∼100 fs time scales.
Using a conventional UED setup (KeV electron beams) is unlikely to resolve
the fast transient structural change after the initial excitation. However, us-
ing a higher energy electron beam in MeV, the two major effects, Coulomb
repulsion and velocity mismatch, will be strongly suppressed. This is sim-
ply because the Coulomb induced forces scales as 1/(β2γ3), where β = v/c,
v is the velocity of the charged particle, and c is the speed of light, and
γ = 1/

√
1− β2. On the other hand, larger electron velocity will induce less

velocity mismatch respect to the optical pulse. For instance, the Coulomb
repulsion of an electron beam with 3.7 MeV kinetic energy in SLAC UED
facility is more than three order of magnitude smaller than that of a 100-
keV counterpart, and the speed of the electron is 0.993 c, in which the time
smearing across a 500 um gas sample is in the order of <10 fs. 9 The FWHM
of the UV pump pulse is 70 fs according to the SD-FROG measurement,
and the cross-correlation of the UV and the electron bunch is about 150 fs
according to the experimental measurement, taking into account the possible
jittering between the electron and the UV beam [47].

Figure 2.17 panel (a) shows a 3D drawing of the MeV UED beamline.
Different from a conventional electron gun, this apparatus makes use of a
S-band 1.6-cell photocathode RF gun to generate high-fluence 3.7 MeV elec-
tron beams [93]. Downstream of the gun, several diagnostics stations, in-
cluding the beam profile monitor, movable Faraday cup (to estimate bunch
charge), and a motorized collimator, allowing to control and manipulation
of the electron beam and measurements of the parameters. Following the

9For a beam that electron energy is 3.7 MeV, the speed is 0.993c and this factor of Coulomb
induced forces, 1/(β2γ3) is 0.6×10−4, whereas, for an electron beam with energy of 100
KeV, the electron speed is 0.548c and this this factor increases to ∼1.
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diagnostic stations and the differential pumping sections, are the laser and
electron beam incoupling cube and the main gas sample chamber, where the
laser and electron beam are combined and interact with the sample, as is
shown in panel (b) of Fig. 2.17. A 3-dimensional translation stage holds the
molecular nozzle inside the sample chamber, enabling the accurate position-
ing with respect to the laser and electron beam overlap region. The scattering
electrons are then recorded 3.1 meters away from the sample chamber down-
stream with the detector, which is composed of a 4-cm-diameter P47 type
phosphor screen positioned perpendicular to the electron beam and a 45◦ ori-
ented high-reflection folding mirror. The plane of the phosphor is imaged to
an electron-multiplying charge-coupled device (EMCCD, Andor iXon Ultra
888) camera. The undiffracted electron beam is directed to a second detec-
tor (another sets of phosphor screen, folding mirror, and camera) through a
small hole (∼3 mm diameter) in both of the phosphor screen and the folding
mirror, allowing for the monitoring the intensity and possible steering of the
main electron beam.

The whole system is driven by a Ti:sapphire laser (25 mJ, ∼50fs pulse
duration, 180 Hz repetition rate) with the fundamental wavelength at 800
nm, where a small amount of pulse energy (∼1 mJ) is frequency tripled to
266 nm for electron beam generation in the gun. The main portion of the
fundamental is used to generate the pump pulses at various spectral ranges,
either with harmonic generation (2ω, 3ω and 4ω at 400 nm, 266 nm, and
200 nm, respectively) or tunable wavelength through an optical parametric
amplifier. Several experimental protocols are essential in a successful gas
phase UED experiment in order to improve the signal level:

• Sample delivery: To increase the number of scattered electron, a high
density molecular beam is needed, which can be accomplished by using
a pulse nozzle (for lower vapor pressure gas, <100 Torr) with carrier
gas or a continuous flow cell (higher vapor pressure gas, >100 Torr).
The pressure of the sample chamber pressure is kept below 10−5 Torr.
To avoid the contamination of the gas sample into the mirror in the in-
coupling cube, a 2-mm-diameter movable capillary, protruding into the
sample chamber, ensures two orders-of-magnitude pressure difference
by differential pumping between the incoupling mirror cube and the
sample chamber. A schematic representation of the incoupling mirror
and differential pumped capillary assembly is shown in Fig. 2.17 panel
(b).
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Figure 2.17: A Schematic drawing of gas-phase MeV UED apparatus
at SLAC. Panel (a) in the top lays out a 3D drawing of the beam line, from
the upper stream RF gun towards to the lower stream with the gas phase
experimental chamber and the detector. Panel (b) in the bottom shows a
zoomed in view of the gas chamber (top left), the invaccuum electron detector
module (top right), and the diffraction pumping (bottom right). The figure
is reproduced from ref [47] with the authors permission.

• Spatial overlap and UV power: the spot size of the UV pump which
is set around 350 µm FWHM, and the electron beam size is focused
smaller (∼300 µm in FWHM) than the UV beam size, ensuring that
the electron beam sees all the possible excited molecules. The UV pulse
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energy is carefully attenuated to avoid the possible ionization. A pump
power scan is usually carried out to ensure the experiment is in the
regime that is linearly proportional to the UV fluence.

• Low S data: While the hole in the center of the phosphor avoids the
unnecessary damage of the detector, the signal is lost in the center.
According to the calibration from the position on the detector to mo-
mentum transfer (s), about 1 Å−1 is missing if one sets the electron
beam in the center. To access more information in the low s data, it
is useful to position the main electron beam close to the edge of the
hole in which the smaller S signal could be partially reached. More
discussion is included in the later section.

2.3.3 Diffraction pattern analysis

The measured diffraction signal consists of contribution from all populated
quantum states, i.e., both ground and excited state, which is quite different
from the optical spectroscopies which are usually state-specific. Thus, it is
useful to access diffraction difference signal by subtracting out the contribu-
tion from the unexcited molecules. In a typical UED measurement, this step
could be simply accomplished by subtracting the static diffraction pattern in
which the probe electron bunch comes before the optical pump pulse, i.e., τ <
0. As discribed in Sec. 2.3, the subtraction simply removes all the molecule
unrelated backgrounds, the contribution from the ground state molecules,
as well as the atomic scattering of the excited molecules, and this difference
signal is the excited state molecular scattering signal. 10

Figure 2.18 shows an averaged diffraction pattern at far negative time de-
lay (<-10 ps), i.e., the molecules are populated in ground state. This image
is obtained from an averaging of 180 diffraction patterns after a diffraction
pre-analysis with several so called “clean-up” steps in order to remove the
artifact. After the “clean up”, an azimuthally averaged (1D) diffraction
analysis is usually applied if one is not interested in the angular distribu-
tion/anisotropy. However, the diffraction signal from the excited molecules
intrinsically displays the angular distribution, and this property simply orig-
inates from the preferential excitation along the linear polarized pump UV.

10For a more precise description, the subtraction results in a signal which represents the
molecular scattering component from the molecules in the excited state(s) geometries
with respect to themselves in the ground state.
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Figure 2.18: Measured diffraction pattern from averaging 180 images
at a same delay. This figure gives an example of the total diffraction signal
at a single delay after averaging images. This pattern is from far negative
pump-probe delay (<-10 ps).

Similar with the circumstance of TRPES that was discussed in Sec. 2.2.4, the
polarization of pump UV is set parallel to the detector plain (perpendicular
to the electron beam) and the linear polarization induces a cos2θ distribu-
tion, where θ is the transition dipole moment (TDM) direction respect to
the laser polarization. The total diffraction signal does not usually display
obvious anisotropy and it is more visible from the difference diffraction sig-
nal. The angular distribution often delivers important information content of
the structure especially for polyatomic molecules which have more than one
atomic pairs. More details of the mathematics description involving TDM
and atomic pair orientations is included in Sec. 2.4.3 of computer simulation
of the 2D diffraction signal.

Here I focus on the 2D data analysis of the measured diffraction pat-
tern, and the details of diffraction pre-analysis as well as the 1D azimuthally
averaging analysis are included in Appendix C.2. The linearly polarized
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Figure 2.19: 3D analysis of electron diffraction patterns proce-
dure. This figure depicts an example of the data analysis procedures with
the implementation of inverse Abel transform for the angular dependence.
Top left panel shows a simulated diffraction signal (sM) with a cos2θ dis-
tribution between the laser polarization and the TDM direction. We used a
geometry of ground state CH2I2 and assume the TDM direction is perpendic-
ular to the I-C-I plane. Top right panel is the 2D pair distribution function
(PDF) after a 2D fast Fourier transform in the real space. The PDF is then
inverse Abel transformed, generating a 3D distribution PDF in a spherical
coordinate. Bottom left panel shows the Abel inverted PDF and bottom
right panel plots PDF as a function of pair distance (r) and polar angle (θ),
where θ is the angle respect to the laser polarization.

UV induces a cylindrical symmetry of the three-dimensional (3D) scattering
electron distribution, projected onto a 2D detector, forming the diffraction
pattern. In order to reconstruct the 3D nature of diffraction signal, an in-
verse Abel transform [94] or pBASEX [95] methods are employed. Fig. 2.19
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shows the 3D diffraction pattern analysis based on a simulated diffraction
signal of CH2I2 with ground state geometry, by assuming the TDM direction
is perpendicular to the I-C-I formed plain. Following the arrows, the cal-
culated sM (top left panel) is Fourier transformed from momentum transfer
space to real space obtaining the pair distribution function (top right panel).
Followed by an inverse Abel transform, the 3D distribution of the PDF in
spherical coordinates is reconstructed, and by integrating along the φ axis
(azimuth), the PDF then can be plotted as a function of pair distance (r)
and polar angle(θ). Fig. 2.19 bottom right panel delivers useful information,
such that the two C-I bond (∼ 2.15Å) and the I-I bond (∼ 3.60Å) are both
along the perpendicular direction respect to the laser polarization with a
cos2θ distribution, which agrees with the initial assumption that the TDM
direction is perpendicular to the I-C-I plane.

Figure 2.20: Experimental 2D diffraction difference pattern, ∆sM(s),
at different pump-probe delays. (A) Pattern averaged over delays from
-250 to -150 fs. (B) Pattern averaged over delays from -50 to 50 fs. (C)
Pattern averaged over delays from 200 to 300 fs. (D) Pattern averaged over
delays from 500 to 600 fs.

The 3D diffraction pattern analysis is also applicable to the diffraction
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difference data and Fig. 2.20 showcases an example of the 2D diffraction
pattern difference signal obtained by subtracting the far negative delay signal.
These is quite obvious anisotropy from the 2D ∆sM(s). One of the main issue
for 2D diffraction pattern analysis is how to deal with the detector hole region.
As I discussed of the 1D diffraction pattern analysis in Appendix C.2the
azimuthally integrated analysis takes the advantage of the off-center beam,
allowing to reach to the lower diffraction signal (often as low as 0.4 Å−1),
whereas, the 2D diffraction pattern needs more care before doing the Fourier
transform. Previous experiments made use of a simulated signal according to
a simple model of the dynamics to fill up the missing data in the hole region,
in order to reduce the artifacts [21, 96, 48]. According to the symmetry of the
diffraction pattern respect to the laser polarization, I switch to an alternative
route, by mirroring the partially available data at the quadrant close to the
main electron beam into the other three quadrants that are far away from
the main beam. In this way, the 2D diffraction signal can be made available
down to 0.4 Å−1, without the aid of simulation. The rest of the area can
be filled by interpolating the signal along the slope of the edge down to zero
point.

2.4 From trajectory surface hopping calcula-

tion to measurement observables

In the sections above, I have discussed both the energetic and structural
probes in the experimental perspectives with detail. However, it is usually
not straightforward to establish a connection between the measurements and
the dynamics without theory input. Often, with the aid of dynamics calcula-
tions the experimental signals are interpreted and the underlying dynamics
can be mapped out. In the measurement, the quantum dynamics of inter-
ests are filtered by the coordinated-dependent matrix element of the chosen
experimental observable, therefore, in this dissertation, one of the main con-
tents is to simulate the observables and directly compare these calculated
observables with the experiments 11

11For all the TRPES signals in this dissertation, our theory collaborators calculated the
photoionization rate by evaluating the Dyson norms at each time step of individual
trajectories and the TRPES signal is an average of all the trajectories.
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2.4.1 Nuclear trajectories from the trajectory surface
hopping calculation

Trajectory surface hopping (TSH) calculation is one of the most frequently
used methods to deal with the coupled electronic and nuclear dynamics, in
which the electronic degrees of freedom are treated quantum mechanically,
and the nuclear degrees of freedom are treated classically. Instead of prop-
agating a time-dependent wavepacket, an ensemble of independent classical
nuclear trajectories are initiated, each of which samples different regions of
the multidimensional potential energy surface (PES) upon the excitation
process. For each trajectory, energies, gradients/forces, and nonadiabatic
coupling are evaluated at each time step for the nuclear geometry on-the-fly,
together with the transition probabilities of hopping event from on electronic
state to another. The propagation of the trajectory along the potential is
governed by Newton’s equation of motion.

Each individual trajectory provides rich information from multiple as-
pects, such as time-dependent energy, active electronic state index, hopping
events, and molecular geometries (atomic centers) etc. However, single tra-
jectories cannot represent the overall picture of the underlying dynamics,
and only an ensemble of trajectories is meaningful. A simple example is
to statistically track the time-dependent state indices of neutral electronic
state, such that the excited state population is obtained, and the dynamics
pathways, state lifetimes, reaction products may be inferred. Obviously, this
state population cannot be directly measured, but may be rather extracted
with fitting algorithm as well as dynamics models. One step beyond this, is
to generate the measurement observables, such as the energy integrated/dif-
ferentiated photoelectron or photoion yield, or simulated the time-dependent
diffraction signal from the classical trajectories. One thing to note here is
that the calculation is complete and there is not much meaning interpreting
the calculation itself. One can judge the accuracy of the calculation, such
like a higher level of theory used in the dynamics calculation may yield bet-
ter results. Or one may be able to gain insight with proper manipulation
of the trajectories. As the hopping being as a manifestation of the nonadia-
batic transition, one is able to evaluate the significance of the non-adiabatic
effects by simply “turning on” or “turning off” the hopping during the
trajectories propagation and compare the calculated observables with the
measurements. According to the behaviors of the trajectories, one may be
able to examine the local versus non-local wavepacket dynamics by sorting
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the trajectories into sub-groups.
In this dissertation, all of the dynamics calculations are based on trajec-

tory surface hopping method that are carried out from our theory collabora-
tors, and the calculations are used to simulated the measurement observables,
indlcuding photoelectron spectra, momentum-resolved photofragment kinetic
energy distribution, and diffraction pattern and pair distribution function.
In brief,in Chap. 3 and 4, the calculation of cc-COD and uracil dynamics
were carried by Pratip Charkraborty and Spiridoula Matsika. Whereas, in
Chap. 5, the calculation of the CH2I2 and CH2IBr were carried by Philipp
Marquetand and Tamás Rozgonyi.par

2.4.2 From trajectories to time-resolved photoelectron
and momentum-resolved photoion spectra

The values that one measures in the time-resolved ionization spectroscopy
is photoion and/or photoelectron yields. In order to calculate the TPRES
signal, the ionization probability along the time-dependent trajectories are
obtained and naturally, one or more ionic states need to be considered. The
ionization process can be assumed as a vertical transition, i.e., the nuclear
wave function of the initial neutral state and the final target ionic state are
identical, and the ionization probability along the time-dependent trajecto-
ries is obtained in an approximate manner from calculation of the Dyson
orbital norms. Dyson orbital is treated as an one-electron quantity that
represents a projection between a N -electron wavefunction (neutral) and a
(N -1)-electron wavefunction (cationic) which can be described as [97]

ψdIF =
√
N

∫
ΨN
I (1, . . . , n)ΨN−1

F (2, . . . , n)d2 . . . dn (2.22)

ΨN
I , usually, refer to the initial ground or electronically excited state, whereas

ΨN−1
F refers to the final cationic state of the system. The integral is over N -1

electrons. If the initial state is the ground state, the Dyson orbitals are similar
to the corresponding Hartree-Fock molecular orbitals from which the ioniza-
tion takes place. For the ionization from the electronically excited states,
extra care is needed since the excited state usually include contribution from
more than one molecular orbitals (configurations) and Dyson orbitals have
to be evaluated [55].
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With the Dyson orbital, the transition dipole matrix elements from the
neutral state to the cationic state is given by:

DIF =
〈
ψdIF |µ · u|ψkF

〉
. (2.23)

where µ · u is the scalar product of the dipole operator and the unit vector
along the laser polarization axis. ψkF is the wavefucntion of the outgoing
electron, and ψdIF is the Dyson orbital defined as the overlap between the
initial neutral electronic state and the final cation state after an electron is
ejected. By assuming the photoelectron ejection is fast without interaction
with the cation in the final state (cationic), the wavefunction of the ejected
electron may be ignored and one can approximate |DIF |2 with the square
of the Dyson norm and it has been widely used in the literature without
significant influence on the photoelectron spectrum. [13, 98, 99]

For an individual trajectory j, generally, the TRPES signal at time step
t can be expressed by the following equation: [55]

Sj (t; εk) =
ion.states∑

F

4π2k~ω
c

|DIF |2 δ (~ω −∆VIF − εk) (2.24)

where ∆VIF = VF − VI represents the difference of the vertical electronic
energies of the initial neutral state I and the final ionic states F , and εk and
k are kinetic energy and momentum of the ejected electron, respectively. ~
is the probe photon energy and c is the speed of light.

The calculated TRPES signal then can be obtained by adding up the
energy differentiated ionization probability from all the trajectories, and with
the convolution of the instrument response function as follows,

S (t; εk) = η(ε)⊗G(t)⊗
∑
j

Sj (t; εk) (2.25)

where η(ε) and G(t) represent the energy and temporal resolution functions
which can be estimated from the experimental measurement.

Besides the photoelectron signal, one is able to simulate the photoion
signals as well. The total ion (including parent and fragment ions) yield can
be obtained from the calculated energy resolved photoelectron spectra, by
integrating the ionization probability from all energies. Moreover, the time-
and-momentum resolved photo-fragment ion signal may be partially available
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by classically calculating the kinetic energy from the time-dependent molec-
ular geometries. The trajectories contain the three dimensional geometries
of all the atoms at each time step, which can be plugged into the equation
of motion with Newton’s law,

ET =
1

2
mcv

2 (2.26)

where ET is the translation kinetic energy. mc and v represent the center
of mass and the instantaneous velocity which can be calculated from the
relative positions of each atoms between two time steps. The trajectories
propagate in the neutral states, thus these calculations neglect the influence
of the cationic state, i.e., calculation do not include changes to the kinetic
energies from the ionic states potential. In principle, the kinetic energy of
the fragment ions should be calculated from the trajectories propagating in
the cationic states. This requires a TSH calculation for each pump-probe
delay and each state of the cation. However, such calculations are extremely
computational expensive and obtaining accurate potential energy surfaces of
the cation is very challenging.

2.4.3 From trajectories to electron diffraction pattern
and pair distribution function

Similar with the TRPES or TRPIS, the electron diffraction signal can be
simulated from the nuclear trajectories. We make use of the independent
atom approximation (IAM) in the scattering process, where the scattering
amplitude and phase of each individual atom in the molecule are approxi-
mated to be the same as an isolated atom, i.e., the electrons that partici-
pate in chemical bonds are neglected. The time-dependent atomic centers
are needed. Each trajectory has the positions for each atomic center as a
function of time, as well as the TDM direction with respect to the rela-
tive positions of the atoms. Experimental conditions, such as electron beam
energy, are applied to the simulation in order to compare with the exper-
imental measurements. Only the elastic scattering effect is considered and
the scattering amplitudes (phases) for different atoms and H, etc, are cal-
culated using the Dirac partial-wave method (ELSEPA sofeware) [84]. The
simulation can be accomplished either with or without considering the angu-
lar distribution/anisotropy of the diffraction pattern induced by the linearly

61



polarized UV excitation. Without considering that, the diffraction simula-
tion can be followed the equations in Sec. 2.3.1, by assuming the molecules
in different orientations are evenly excited by the pump UV, i.e., the TDM
direction is not related. Here we consider the latter case and introduce the
relative novel TDM direction related 3D diffraction pattern simulation.

We start from a single molecule with an single orientation in the molecular
ensemble. The molecular scattering intensity for this single molecule with
orientation ~a at time t can be written as,

I~a(t;~s) =
N∑
i=1

N∑
j 6=i

fi(s)f
∗
j (s)Re[e(i~s·~rij(~a;t))], (2.27)

where, N is the number of atoms in the molecule, fi(s) is the complex-valued
elastic scattering amplitude for the ith atom, ~rij(~a, t) is the vector pointing
from the ith to the jth atom. ~s is the momentum transfer vector between the
initial and final wave factor (~s = ~k− ~k0) with magnitude 4π

λ
sin(Θ/2), Θ (use

Θ in order to differentiate the θ as indicated below) here denotes the electron
scattering angle.

In the experiments, the linearly polarized UV light preferentially excites
molecules whose TDM direction is along the laser polarization, leading to
a cos2(θ) dependence, in which θ is the angle between laser polarization
and TDM directions. This angle was taken into account by weighing the
scattering magnitude with cos2(θ).Therefore, the total scattering intensity
for the molecular ensemble with considerration of the can be written as an
incoherent sum of the single-molecule scattering intensities,

I(t;~s) =
∑
~a

I~a(t;~s) cos2 θ(~a), (2.28)

In order to capture the angular distribution of the molecule during the ex-
citation, we simulated an ensemble of diffraction patterns from an ensemble
of different orientations of the molecule [100, 101]. Practically, a molecular
frame, [X, Y, Z] is defined, in which all the atoms in the molecule are located
into the frame under its given structure. A lab frame, [x, y, z] is defined
by the laser polarization direction being along the y axis and electron beam
traveling along the z axis. Different orientations of the molecules in the lab
frame are generated by starting with the lab and molecular frames being the
overlapped and rotating the molecular frame along the proper Euler angles,
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α, β, γ, in which α represents a rotation around the z axis, β represents
a rotation around the rotated x axis, and γ represents the rotation around
the rotated z axis. The diffraction pattern of the total scattering intensity is
then a sum from all the rotated geometries, which can be written as,

I(t;~s) =
∑
α

∑
β

∑
γ

I(α,β,γ)(t;~s) cos2 θ(α,β,γ), (2.29)

Figure 2.21: 3D diffraction pattern simulation: considering the TDM
direction and laser polarization. A CH2I2 molecule is used to describe
simulation. Black, gray and purple represent carbon hydrogen and iodine,
respectively. Three scenarios of the TMD direction with respect to the atomic
positions are assumed as shown in the top panels from left to the right. The
diffraction patterns are calculated according to Equ. 2.29, followed with a
2D Fourier analysis and Abel inverse transform. The 2D pair distribution
function for each scenario is displayed in the bottom panels and the C-I and
I-I pairs are indicated.

The diffraction patterns are then calculated for the geometry at each
time delay of each individual trajectories, and the same diffraction pattern
analysis routine used for the experimental data (described in Fig. 2.19) is ap-
plied to the simulated diffraction patterns to generate the angular dependent
PDF. An example of the TDM direction dependent simulation is described
in Fig. 2.21. The pump UV polarization is indicated with the arrow in the
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left side of the figure. In top panels, three different orientations of a CH2I2
molecule are displayed, as well as the TDM directions indicated by the red
arrows. The diffraction patterns from these different configurations are then
simulated based on Equ. 2.29. By implementing a 2D Fourier transform fol-
lowed by an inverse Abel transform, the 3D PDFs are plotted in the bottom
panels. From these simulations, there is obvious angular dependence with
considering the TDM direction with respect to the laser polarization. Differ-
ent pairs, C-I, I-I, indicate different angular distribution with respect to the
laser polarization.

2.5 Conclusion

In this chapter, I described the experimental details of TPRES/TRPIS and
UED methods with great details for doing spectroscopic and structural mea-
surement. Along the spectroscopic side, a detailed description of the fifth
harmonic VUV light generation, the UV-VUV pump-probe optical geometry,
the photoelectron and photoion VMI spectrometer are provided. The char-
acterization of the instrument response function as well as the data analysis
methods are reviewed. For structural probe, a review of the gaseous elec-
tron elastic scattering theory and signal processing protocol are provided,
followed with a brief description of the relativistic UED beamline in SLAC,
in which the space-charge and velocity mismatch issues are greatly improved
compared with a conventional KeV UED setup. A two-dimensional diffrac-
tion pattern analysis method is introduced. Finally, simulating the measure-
ment observables from trajectory surface hopping calculations are instructed,
which is essential for the interpretation of the experimental measurements
from Chap 3 to Chap. 5.
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Chapter 3

Excited state dynamics of
cis,cis-1,3-cyclooctadiene: UV
pump VUV probe
time-resolved photoelectron
spectroscopy

3.1 Introduction and motivation

As I have alluded in Chap. 1, understanding the dynamics of photoexcited
molecules is of great importance to many areas of chemistry, physics and
biology. The coupled electron-nucleus dynamics initiated by photoabsorp-
tion can lead to internal conversion, isomerization and dissociation. While
these dynamics can be quite complicated and difficult to follow, particu-
larly for larger molecules with many degrees of freedom, systematic studies
of similar molecules can be very much helpful in elucidating essential fea-
tures in the dynamics and a deeper understanding of the connection between
structure and dynamics. From this chapter, I start to describe experimental
measurements in several specific molecular systems. In this chapter, I ex-
tend earlier work on simple organic molecules, in an effort to understand
isomerization and internal conversion in systems with a few C-C double
bonds. The most basic unit to examine photoisomerization is the smallest
molecule with a single double bond: ethylene, which has been studied ex-
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tensively [78, 102, 103, 104, 105, 106]. Beyond ethylene, many biological
chromophores however, such as retinal, include a more extended linear or
circular conjugated system with several double bonds [107].

Two such systems which have drawn considerable interest in past decades
are trans-1,3-butadiene (BD, C4H6) [108, 109, 110, 111, 52, 112], and 1,3-
cyclohe-xadiene (CHD, C6H8) [34, 19, 113, 114, 115, 38, 40]. Several measure-
ments and calculations have extended our understanding of the isomeriza-
tion dynamics in small conjugated organic molecules. However, these studies
have focused on relatively rigid small molecules, and we aim to extend our
understanding to larger, more flexible systems, where we might expect qual-
itative differences in the internal conversion and isomerization dynamics. A
natural choice that I chose which extends the previous studies is cis,cis-1,3-
cyclooctadiene (cc-COD, C8H12). cc-COD is similar to CHD, but larger and
more flexible. In both CHD and cc-COD there are two alternating double
bonds, but the remaining cyclic system imposes different constraints on the
dynamics. In CHD, the dynamics are controlled by conical intersections (CIs)
with the ground state that can lead to either relaxation, or photochemistry
to produce hexatriene, which has been studied extensively with both time-
resolved spectroscopies and diffraction measurements [39, 40, 48]. In cc-COD
on the other hand, there can be cis-trans isomerization, as well as photochem-
istry to other products [116, 117, 69]. Compared with CHD, the isomerization
dynamics of cc-COD have not been well studied by either spectroscopic or
structural probes. Fuß et al. performed UV pump - IR probe ionization mea-
surements on cc-COD and established basic timescales for the dynamics and
possible photochecmical products, but did not provide a detailed picture of
the dynamics [116].

Time-resolved photoelectron spectroscopy (TRPES), with measuring pho-
toelectron kinetic energy, is sensitive to both electronic and nuclear dynamics,
therefore, a TRPES experiment can be used to follow the internal conversion
and isomerization dynamics after UV excitation. Compared with IR and/or
UV, it is essential to use VUV as the probe in the TRPES measurement,
since the higher photon energy of VUV photon allows ionization from every-
where in the excited state with one photon, but ionization from the ground
state of cc-COD is avoided (IP: 8.62 eV) [118]. Fig. 3.1 shows our UV pump
pulse spectrum together with the calculated absorption spectrum of cc-COD
from our theory collaborator, Pratip Chakraborty and Spiridoula Matsika,
together with which the electronic structures as well as a dynamics calcu-
lations using trajectory surface hopping (TSH) calculation were also carried
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Figure 3.1: Calculated cc-COD absorption spectrum in the deep
UV. A cartoon of cc-COD (C8H12) is shown next to the spectra. The cal-
culated spectrum is obtained at the XMS-CASPT2(4,4)/cc-pVDZ level of
theory and agrees well with the measured absorption spectrum as reported
in Ref. [117]. The details about the calculation of the absorption spectrum
are provided in Appendix A.

out. As shown in Fig. 3.1, the absorption peak of cc-COD is around ∼5.5 eV,
in which the pump UV spectrum sits at the lower energy tail of the absorp-
tion spectrum. This is an essential point in the data interpretation. In order
to make a meaningful comparison between the experiment and simulations,
only those trajectories at the lower edge of the absorption spectrum (corre-
sponding to the 4.75 eV pump pulse) are selected to calculate the TRPES
signal [119].

The TRPES experiment I performed utilized the UV/VUV pump/probe
coincidence VMI apparatus, which has been described in Chap. 2 with great
details. The sample is purchased from Sigma-Aldrich (98%) and used without
further purification. The sample is delivered to the vacuum chamber with the
liquid-gas nozzle under room temperature. A 4.75 eV deep UV pump pulse
launches a vibrational wave packet on the first electronically excited state, S1,
and the ensuing dynamics are probed via ionization using the 7.92 eV probe
pulse. After the molecules ionized by the probe pulse, the photoelectrons
VMI images are recorded as a function of the pump and probe delays. An
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Abel inversion algorithm is used to recover the full 3D vector momentum
distribution of the photoelectrons based on the measured 2D projection with
cylindrical symmetry about the laser polarization axis. The photoelectron
spectrum (yield as a function of energy) is then calculated from the 3D
momentum distribution. In the rest of this chapter, I present the detailed
data analysis on the measured photoelectron spectra and the interpretation
with the aid of the calculated TRPES from dynamics calculations.

3.2 2D global analysis of measured photoelec-

tron spectra

Before I step into the measured and calculated TRPES of cc-COD, I first
describe the data analysis protocols of the the experimental TRPES. Fig. 3.2
panel A showcases the measured TRPES with a linear intensity scale, in-
cluding both negative and positive delays. The pump-probe time-zero (T0)
is located according to a TRPES measurement of ethylene, and this mea-
surement also provides an instrument response function of UV-VUV cross-
correlation as a Gaussian with FWHM ∼ 80fs. The details of the ethylene
TRPES measurement can be found in Sec. 2.2.4. In general, identification
the right T0 is useful and applicable to any time-resolved measurements in-
volved with a pump-probe frame work. For cc-COD, this is particularly
essential. In Fig. 3.2 panel A, positive delays reflects that UV pulse comes
before VUV pulse (UV pumps and VUV probes) and one can see that the
measured TRPES signals showcases on both side of the the T0 indicating
that the signal contains both UV and VUV induced dynamics. Since what
we are interested in are the UV driven dynamics in the positive delays, the
VUV driven dynamics complicates the interpretation for small positive de-
lays, given the finite pump and probe pulse duration. In the TRPES siganl,
the photoelectron yield is higher for negative delays than for positive and
this is a common feature for these pump and probe wavelengths, since many
molecules have stronger absorption in the VUV (at ∼ 160 nm) than in the
deep UV (at ∼ 260 nm).

In order to decompose the UV/VUV induced signal, a 2D bilateral global
least-squares fitting analysis is implemented with the identified right time-
zero from ethylene measurement, allowing to extract information for the
positive delays despite the larger signal for negative delays which can bleed
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Figure 3.2: Photoelectron spectra of cc-COD and 2D global fit-
ting analysis.Photoelectron spectra of cc-COD and 2D global fit-
ting analysis. Panels A through F share the same pump-probe delay
axis. Panel A shows the measured time-resolved photoelectron spectrum for
both positive and negative delays. Panels B and C plot the spectra with
fitted VUV and UV driven dynamics subtracted respectively. In panel D,
the spectrum in panel B is shown with a logarithmic intensity scale as shown
in panel D. Panel E shows the energy integrated photoelectron yield of the
measurements and fits. Panel F shows the residuals from the fitting proce-
dure.
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into the positive delay signal because of the finite IRF [52, 120]. Here I define
Y (t; εk) to be the differential photoelectron yield as a function of pump-probe
(or probe-pump) delay and electron kinetic energy for the UV (or VUV)
induced dynamics. In general, Y (t; εk) is globally fitted to

Y (t; εk) = G(t)⊗
∑
i

Si(εk)e
−t/τi , (3.1)

where the Si(εk) are the time independent decay related spectra and G(t) rep-
resents the Gaussian cross correlation function associated with the IRF. The
energy-resolved amplitudes of the fitting components have decay constants
τi, assuming that the population of the excited states follows an exponen-
tial decay. In Equ. 3.1, a given Si(εk) is associated with the energy-related
photoionization cross-section σi(εk) of the ith excited state. If the underlying
dynamics involve photoinoization from more than one excited state (i.e., i =
1,2...) one can establish kinetic models in the global fitting where more than
one decay constant can be extracted from the fitting. The total electron
yield is then convolved with G(t), the Gaussian cross-correlation function
that represents the IRF. In the case of cc-COD, we fit to only one expo-
nential decay for the UV driven dynamics signals, since we are focusing on
dynamics involving a single excited state. Thus, Equ. 3.1 can be simplified
as:

Y (t; εk) = G(t)⊗ S(εk)e
−t/τ . (3.2)

This type of analysis of the 2D global fitting is based upon the assumption
that the spectrum S1(εk) is time-independent, and only the overall amplitude
varies with time. In other words, the different portions of the photoelectron
spectrum are fitted with the same decay constant, which means that spectral
components associated with the dynamics of the relevant state remain frozen
at the Franck-Condon (FC) point. Under this assumption, the molecule does
not experience large amplitude motion away from the FC region before the
decay of the excited state, and such an analysis provides a reasonable estima-
tion of the excited state life time [121, 122]. Often there is large amplitude
motion of the wave packet moving away from the initial FC region which
can be due to the large slope of the PESs, and the 2D fit can fail which may
be indicated by the systematic structures in the residuals between the fitted
and raw spectra.

In order to eliminate the VUV driven dynamics, I subtracted the fitted
negative time signal from the total TRPES measurements [52, 120]. In this
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way, I obtained the UV driven signal alone. This is important for the inter-
pretation around zero time delay, where the pump and probe pulses overlap.
We assumed a single exponential model for the VUV driven dynamics (neg-
ative time signal), leading to the following fitting function, which includes
both positive and negative delay:

Y (t; εk) = G(t)⊗ (S(εvuvk )et/τvuv |t<0 + S(εuvk )e−t/τuv |t>0), (3.3)

Fig. 3.2 panels B and C show the UV driven (pump-probe) and VUV driven
(probe-pump) dynamics contributions to the TRPES respectively, obtained
by subtracting the fitted VUV and UV driven spectra from the measured
spectra. In addition to allowing for the subtraction of the VUV driven dy-
namics, performing a global 2D fit can serve as a test of whether or not there
is significant motion on the excited state before internal conversion [52]. If
there is no significant structure in the residuals associated with the fit, then
this suggests that the excited state wave packet does not experience much dis-
placement before internal conversion. On the other hand, systematic struc-
ture in the residuals can serve as an indication or corroboration of motion
on the excited state which is viewed via the changes in the photoelectron
spectrum as the wave packet moves away from the FC point. A typical fea-
ture one can see from the photoelectron spectra related to the large motion
of the wave packet is the time-dependent energy change which shows up as
spectral shifting. Fig. 3.2 panel D plots the UV-pump VUV-probe spectrum
from panel B with a logarithmic intensity scale. Panel E shows the energy
integrated photonelectron yield from the measured and fitted spectra. It is
clear that the signal from the VUV driven dynamics is stronger than the
signal from the UV driven dynamics, and contributes even for positive time
delays out to ∼ 50 fs. By subtracting the fitted spectra from the total spec-
tra, I plot the residual spectra in panel F. One can see there is systematic
structure of the residual spectra and I will discussed these features in the
next sections.

3.3 Measured and simulated TRPES of cc-

COD

Panel A of Fig. 3.3 shows the TRPES (UV-pump alone) as a function of
pump-probe delay and kinetic energy (KE) after the decomposition of the
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Figure 3.3: TRPES of cc-COD with UV-pump and VUV
probe.Panels A and C show the measured and calculated TRPES respec-
tively. The low and high KE peak regions of panel A are labeled as ε1 and ε2.
Panel B shows the peak locations as a function of pump probe delay. The
low and high KE regions are highlighted by different background colors. The
yellow and green shading in panel B indicate the uncertainty in the peak
locations obtained from a bootstrapping analysis. Panel D shows the state
populations, the calculated ionization yield, and the experimental ionization
yield (energy integrated TRPES measurement).

VUV driven TRPES signal from the total signal. As one can see, the TRPES
shows two main peaks near time-zero. One broad peak has high KE between
1.2 and 4 eV, and a narrower peak has lower KE below ∼ 1 eV. As discussed
in more detail below, these two peaks can be interpreted in terms of ioniza-
tion to two different states of the cation. In the longer positive delay, The
higher kinetic energy peak shows a systematic shift towards to lower energy,
while the position of the lower kinetic energy peak stays relatively constant.
Fig. 3.3 panel C plots the calculated TRPES for each pump-probe delay and
panel D shows the total ionization yield (energy integrated TRPES) for both
the measurements and the calculations as a function of pump-probe delay,
as well as the ground (S0) and excited states (S1 + S2) populations.

In order to extract the photoelectron peak positions as a function of
pump-probe delay, I carried out two approaches to follow the evolution of
the peak locations. These approaches are based on finding the maximum
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for both peaks, and finding the center of mass (CoM) - from both the raw
spectra (UV-pump alone, panel A of Fig. 3.3) and Gaussian fitted spectra
The results are shown in Fig. 3.4. For the fitting method, I fit each of the two
peaks shown in panel A of Fig. 3.3 to a single Gaussian function, which does
not capture each peak perfectly, but allows for a simple analysis of the time
dependent location for each peak. In Fig. 3.4, panels A and B show the time-
dependent peak locations and CoM values from the raw spectra, while panels
C and D plot the results from the fitted spectra. I first discuss the results from
finding the locations of peak maxima. As shown in panel A and C, the higher
kinetic energy peak shifts towards to lower energy monotonically, with a shift
of ∼0.9 eV over 100 fs. In contrast, the lower kinetic energy peak oscillates
and shifts less than 0.4 eV. Panels B and D plot the CoM values from both
the raw and fitted spectra. The CoM of the higher energy peak also shows a
monotonic shift towards to the lower energy, although the shift is only about
0.4 eV. On the other hand, the CoM of the lower energy peak is roughly
constant. The extracted photoelectron peak maxima positions from the raw
data at each delay are replotted in Fig. 3.3 panel B. In order to validate
the statistical significance of time dependent shift of the kinetic energy, I
employed a standard bootstrapping analysis to estimate the uncertainties. I
extracted the peak positions of the lower and higher energy peaks from the
bootstrapped datasets, and calculated the standard deviations as the error
bar, which is shown in the in Fig. 3.3 panel B. It is clear that the energy shift
(from about 2.5 eV to about 1.7 eV) of the higher kinetic energy peak is still
larger than the standard deviation at delay > 150 fs. This is in contrast with
the lower energy peak, which does not shift significantly with pump-probe
delay, staying around 0.7 eV.

In order to interpret the features in the experimental spectra, our theory
collaborators simulated the TRPES signal using information from our previ-
ously published trajectory surface hopping calculations which can be found
from Ref. [119]. Time-dependent Dyson norms were calculated for each tra-
jectory with a time-step of 10 fs. Only those trajectories at the lower edge
of the absorption spectrum (corresponding to the 4.75 eV pump pulse) are
used in the simulating of the TRPES. For calculating the electron kinetic en-
ergies (KE), specific shifts were introduced to the KE of electrons from D0,
D1 and D2, since CASSCF overestimates the neutral excited state energies
and underestimates the cationic state energies near the FC region. Shifts of
3.0 eV, 2.8 eV and 2.3 eV were introduced to the KE due to photoelectrons
coming from ionization to D0, D1 and D2, respectively. D3 and D4 are quite
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Figure 3.4: Time evolution of peaks in the photoelectron spec-
trum. Panel A: Time-dependent locations of peak maxima for both low
and high kinetic energy peaks based on the raw spectra. Panel B: Time-
dependent CoM values of both low and high kinetic energy peaks from raw
spectra. Panel C: Time-dependent peak locations of both low and high ki-
netic energy peaks from fitted spectra. Panel D: Time-dependent CoM values
of both low and high kinetic energy peaks from fitted spectra. Panels A and B
are calculated based on the raw spectra, while Panels C and D are from the
fitted spectra.
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high in energy at the CASSCF level, and hence are not accessible and were
neglected for the calculation of photoelectron spectrum. The energies of the
photoelectrons at each delay step for each trajectory are convolved with a
Gaussian function having a 0.5 eV FWHM along the energy axis and 80 fs
FWHM along the delay axis in order to account for the finite energy reso-
lution of the apparatus. For a more in depth understanding of which states
are involved in the TRPES, and how they influence the dynamics, TRPES
signal were also evaluated along linear interpolation paths. In order to gen-
erate the TRPES signal, the Dyson norms from S1 and S2 states to all of the
5 cationic states were calculated along the aforementioned LIICs. Care was
taken to ensure the calculation of correct Dyson norms for each point of the
LIICs as the neutral excited states switch character near the FC region at the
CASSCF level. More details of the calculation can be view from Ref. [119]
and Appendix A.1.

3.4 Ionization from excited state to different

states in the cation

From the measured TRPES in Fig. 3.3, the feature we observed for positive
delays are two peaks with different kinetic energies. And their different be-
haviours can be explained by the ionization from the neutral excited state,
S1, to different cationic states as the wave packet moves from the FC to the
CIs. According to the calculations, there are three types of CIs between the
ground and excited states, characterized by structural deformations around
the two double bonds. Twisting and pyramidalization of a single double bond
leads to two types of conical intersections, depending on whether the carbon
adjacent to the other double bond or the carbon adjacent to the single bonds
is pyramidalized. A third type of conical intersection involves twisting of
both double bonds. The role of these conical intersections in the dynamics
can be viewed from Ref. [119]. Here I discuss how the Dyson norms along
pathways connecting them to the initial FC point vary, as they determine
the photoelectron yield as the wave packet evolves on the excited state.

Figure 3.5 shows which ionic states are produced when ionization from
S1 occurs based on Koopmans’ theorem: D0 and D3. These two states have a
large Dyson norm with S1, which can be explained by the fact that removing
a single electron from either the highest occupied molecular orbital (HOMO)
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Figure 3.5: A cartoon depiction of low lying neutral and cationic
states, electron orbital occupancies, and Koopmans’ correlations
in the pump-probe measurements..
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or lowest unoccupied molecular orbital (LUMO) leads to the dominant con-
figuration in these two states. As also shown in the figure, ionization to D3

and D0 is energetically allowed, and thus, one expects ionization from S1 to
lead to both D3 and D0, at least near the FC point. In order to see how the
energies of photoelectrons associated with ionization to these Dyson corre-
lated states proceeds as the wave packet evolves on S1, the energies of the
neutral and ionic states between the FC point and the three different groups
of CIs need to be checked. Fig. 3.6 shows the calculated electronic energies
of the lowest lying neutral and ionic states at several points interpolated
between the FC point and the three different CIs. Three important states
are highlighted - the optically bright first excited state of the neutral, S1

(red), the ground cationic state D0 (green) and the third excited state of the
cation at FC, D3 (cyan). I note that since D3 crosses a number of ionic states
en route to the third CI, it is of mixed character and is therefore labelled
Dmix. In Fig. 3.6, the x-axis is the fraction from FC to the CI region.

It is clear from the Fig. 3.6 that while the cyan and red lines are roughly
parallel for all three panels as one moves away from the FC point, the green
and red lines diverge. This means that one expects the low energy peak to
remain roughly in the same place, while the high energy peak should shift
to lower energies as the wave packet moves away from the FC point. This is
consistent with our observation of a shifting high energy peak and a steady
low energy peak in the photoelectron spectrum shown in Fig. 3.3. This also
explains the systematic residuals in multiple regions from the 2D global fit
analysis as shown in Fig. 3.2 panel F.

It is useful to discuss more details of the features in the residual and I
focus the discussion on two key regions. One is a positive peak for early
times over a broad range of energies (between ∼ 10 - 40 fs and from 0 - 5
eV). This feature can be interpreted in terms of an imperfect subtraction
of the the contributions from VUV driven dynamics, which can contribute
while there is still some overlap of pump and probe pulses. The other is a
narrow positive peak just below 2 eV between 50 fs and 150 fs, together
with a broad negative peak between 2 eV and 4 eV over the same range of
delays. This is consistent with a shift of the high energy peak in the spectrum
to lower energy over these delays. The positive residuals for energies above 4
eV do not vary significantly with time delay are likely due to stray electrons,
which may also contribute to the positive residuals over all energies after 150
fs. Based upon the structures in the residuals, we conclude that the global
2D fit is consistent with the peak shift analysis above, indicating that our
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Figure 3.6: Energies along paths to different CIs with cartoon di-
agrams illustrating the associated geometry changes. The top three
panels show the neutral and cationic electronic states calculated from the FC
region to different CIs. A: Neutral and cation states from FC to the local CI
with inner carbon pyramidalization. B: Neutral and cation states from FC
to the local CI with outer carbon pyramidalization. C: Neutral and cation
states from FC to a non-local CI (both double bonds twisted). Neutral states
are plotted in dashed lines and cation states are plotted in solid lines. Four
important states, including S0, S1, D0, and D3, are shown in black, while the
other states are plotted in gray. Three thick colored lines highlight the states
involved in the dynamics. The red, green and cyan highlights indicate S1, D0

and Dmix, respectively. Panels D, E, and F illustrate the structural changes
corresponding to paths shown in panels A, B, and C, respectively. In addi-
tion, a cartoon depiction of the molecule in the Franck-Condon geometry is
shown in panel G.
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TRPES measurements provide evidence of significant motion along S1 before
internal conversion.

3.5 Comparison betweem measured and cal-

culated TRPES

Figure 3.7 shows calculated photoelectron spectra along the LIICs by evalu-
ating the Dyson norms between the neutral state S1 and cation states along
the paths to different CIs as shown in Fig. 3.6. In the calculation, the pho-
totoelectron kinetic energy is obtained by subtracting the energy difference
between D0/D3 and S1 from the VUV probe photon energy in the experi-
ment, which is 7.92 eV. The yield as a function of energy is then given by
the norm of the Dyson orbital calculated by projecting each ionic state onto
the neutral. In Fig. 3.7, one can see the calculated photoelectron spectrum
shows two bands from the FC point towards to all three CIs, with the higher
energy band decreasing in KE as a function of the fraction from FC to CI. In
contrast, the lower KE band maintains a relatively constant energy around
1 eV. The behaviour of these two bands with position along the LIIC is
consistent with the calculated and measured time evolution of our photo-
electron spectrum, showing two main peaks - one at higher energy which
shifts with position/delay, and one at lower energy which does not shift with
position/delay.

The calculated energy for ionization to D0 differs from the measured peak
in the photoelectron spectrum for two main reasons. One is the error/uncer-
tainty in the calculations, which is about 0.5 eV. The other is the fact that
in the experiment, the pump laser excites the molecules on the red side of
the absorption spectrum, meaning that the excitation is from the edges or
tail of the ground state vibrational wave function on S0 to lower vibrational
levels on S1. Since S1 and D0 diverge as one moves away from FC, the pho-
toelectron spectrum is shifted to lower energies than one would calculate at
FC. This leads to a lower measured photoelectron energy for ionization to D0

than the calculations, although we note that the high energy shoulder of the
measured high energy peak extends to roughly 5 eV (the calculated value),
as one would expect based upon the explanation given above. Also, we note
that the measurements and calculations roughly agree on the location of the
low energy peak (for ionization to D3), consistent with the fact that D3 is
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Figure 3.7: Calculated photoelectron spectra by evaluating Dyson
norms between the neutral S1 state and low lying cationic states
along paths connecting FC to different types of CIs. The panels in the
figure are correlated to the panels in Fig. 3.6. A: Dyson norms along the path
between FC to the CI with inner carbon pyramidalization. B: Dyson norms
along the path between FC to the CI with outer carbon pyramidalization. C:
Dyson norms along the path between FC to a non-local CI.

roughly parallel to S1 near the FC point, in contrast to the divergence of D0

and D1. The fact that the positions of the two peaks in the photoelectron
spectrum vary differently with time delay, while the amplitudes of the peaks
vary similarly with delay is consistent with the fact that they both arise from
lifting the same neutral wave packet on S1 to different cationic states.

The measured and calculated photoelectron spectra shown in panels A
and C of Fig. 3.3 agree on a number of features, but also have significant
differences. They both contain two peaks in the spectrum near zero time
delay (at ∼2.5 eV and ∼0.5 eV for the measurements, and ∼4 eV and ∼1.5
eV for the calculations), with the high energy one shifting with delay, and
the low energy peak not shifting with delay. Both peaks decay on a 50-100
fs timescale. However, the measurements and calculations disagree on the
relative weightings of the two peaks, and the exact timescale for the decay in
the yield. Also, the shift of the high energy peak in the calculations is such
that the two peaks merge and appear as one for delays of 50 fs and greater.
The shift of the high energy peak in the calculations is obscured to some
extent by the convolutions with the experimental response function. The un-
convolved calculation results show a clearer shift of the high energy peak,
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which is consistent with the results shown in Fig. 3.7. This level of agree-
ment between calculations is consistent with other TRPES studies which
compare measurements and calculations [123, 124, 125]. The disagreement
on the relative positions of the peaks as a function of time is likely because
we have introduced a constant shift for the gap between neutral and ionic
states, assuming that the error in this gap is constant across the potential
energy surfaces. This however is not correct, as we have shown by detailed
comparisons in our previous work [119], with the shifts becoming smaller as
a function of time. It is, however, not possible to introduce a variable energy
shift in our calculations.

As noted above, while the calculations and measurements agree on the
qualitative features in the TRPES, they disagree on the decay times for
the peaks. The experimental decay time agrees well with previous stud-
ies [116, 69], but it is about a factor of two faster than the theoretical decay
time. Similar discrepancies have been observed before in ethylene [126]. In
the earlier work, the discrepancy between the calculations and measurements
was determined to be a result of windowing, since the probe pulse was not
energetic enough to ionize the wave packet from everywhere on the excited
state. While our probe photon energy is much larger than the ionization po-
tential to D0 everywhere on the excited state, ionization to higher lying states
may be restricted as the wave packet evolves on S1. In order to test the sen-
sitivity of the calculations to the energies of the neutral and ionic states, and
the extent of windowing effects that limit the experiments but are not cap-
tured by the calculations, I calculated the total ionization yield for different
limits of integration in the photoelectron spectrum. This is shown in Fig. 3.8,
which shows the calculated photoionization yield, integrating the calculated
photoelectron spectrum between different energetic limits, together with the
measured photoelectron yield. It is clear from the figure that one can pro-
duce calculated results that decay on timescales longer than or comparable
to the experimental measurements, depending on what range of energies one
integrates the photoelectron yield over. This highlights the sensitivity of the
agreement to errors in the energies of neutral and ionic states, as well as
the ability to determine how much energy goes into the photoelectron vs
vibrations during the photoionization process.

Finally, I note that the calculations of the TRPES do not account for any
of the probe photon energy going into vibrations. This has been accounted for
in previous work [98, 99], and would have the effect of lowering the energies of
the peaks in the spectrum, which can impact the possible windowing effects.
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Figure 3.8: Calculated and measured total ionization yield for differ-
ent limits of integration. Calculated total ionization yields for different
ranges of photoelectron energies together with the measured yield integrated
over all photoelectron energies. A calculated photoelectron spectra is plotted
as an inset of the figure.
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Before concluding, I note that calculations that our collaborators have carried
out for a similar molecule, 1,3-cyclohexadiene, are in much better agreement
with measurements reported in the literature [124], and measurements that
we have performed. This suggests that the issues which lead to the differences
between calculations and measurements for cc-COD are not systematic, but
specific to cc-COD.

3.6 Conclusion

In conclusion, we have performed UV pump VUV probe measurements of
cc-COD, using TRPES. The measurements are interpreted with the help
of electronic structure and trajectory surface hopping dynamics calculations.
The calculations allow us to assign the features in the TRPES and understand
their behavior in terms of both the neutral and ionic state variations along
the reaction coordinate. The calculations predict a slower decay than that
measured by the experiment. Future work aims to address this discrepancy.
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Chapter 4

Time-resolved photoelectron
spectroscopy as a test of
electronic structure and
nonadiabatic dynamics

4.1 Introduction and motivation

As we have seen from Chap. 3, with the aid of the high-level dynamics calcu-
lations, the time-resolved photoelectron spectroscopy (TRPES) measurement
can be used to interpreted the photoinduced wave packet dynamics in the
excited state(s) of cis,cis-1,3-cyclooctadiene (cc-COD). According to the cal-
culated electronic structures, the features in the TRPES can be viewed as
ionization from the neutral excited state (S1) to multiple cationic states. The
fast and large amplitude wave packet motion was captured by the dynam-
ics calculation, particularly the directly calculated measurement observable
(photoelectron spectra). However, there are some discrepancies between the
measured and calculated TRPES signal, such as the time-scales in predicted
by the theory is much longer than that of the measurement, and it prevent us
drawing some qualitative conclusions. While there have been many studies
combining theory and experiment, theory is typically used to interpret ex-
perimental measurements [127, 128]. If the theory is not very accurate, then
qualitative features are used to interpret the measurements. It is usually
nontrivial to tell how accurate a theory is by comparing with the experi-
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mental measurement. However, more insights can be gained by comparing
calculation from different levels of theory to the measurements.

In this chapter, my goal is to investigate how experiment can be used to
benchmark theory with more quantitative comparisons. In order to achieve
a meaningful study, dynamics calculations from three levels of theory are
chosen and I performed a TRPES measurement in order to directly compare
the measured photoelectron spectra with the calculated ones and benchmark
the theory. It is important to select a proper molecular system such that the
benchmarking is insightful and quantitative conclusion can be drawn. Uracil
is selected for this study because, although it has been studied extensively
over many years [129, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140,
141, 142, 143, 144, 145, 146, 147, 148, 149, 150, 151, 152, 153, 154, 155, 156,
157, 158, 159, 160, 161, 162, 163, 55, 164], there are still some uncertainties
regarding the dynamics [145, 148, 149, 150, 153, 160, 156]. Fig. 4.1 shows
a cartoon that displays the main features of the excited state surfaces. The
bright state is the second excited state with ππ∗ character, while the first
excited state is dark, with nπ∗ character. Conical intersections (CIs) between
S2 and S1 and between S1 and S0 have been located, and they facilitate
radiationless decay to the ground state [147, 133].

The crucial uncertainty in the dynamics has been how fast the decay
from S2 to S1 occurs. Most of the dynamics were propagated employing the
complete active space self-consistent field (CASSCF) theory [165] (or other
low levels of theory), and they predicted a somewhat long decay (> 500
fs) [148, 149, 150, 152, 153]. However, electronic structure calculations have
pointed out that CASSCF predicts a higher barrier on the S2 surface com-
pared with more accurate methods [161, 145, 148, 163]. The barrier is a con-
sequence of the character of the ππ∗ excited state subtly changing along the
path, with the π density concentrating on the C=C or C=O bond [153, 161].
A higher barrier on S2 between the Franck-Condon (FC) point and the
nearest CI with S1 leads to a longer S2 decay time in dynamics calcula-
tions.Specifically, electronic structure methods including dynamic correlation
have predicted a small or non-existent barrier [161, 163]. In a recent study,
two correlated methods: multi-reference configuration interaction with single
excitations [166] (MRCIS) and extended multi-state complete active space
second-order perturbation [167, 168, 169] (XMS-CASPT2) were employed
for the first time by our theory collaborators, in order to simulate photoex-
cited dynamics of uracil and predicted a much faster S2 decay compared
to CASSCF [163]. As shown in Fig. 4.1, CASSCF predicts a significantly
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Figure 4.1: A cartoon diagram of uracil relaxation after deep UV
excitation. Uracil is excited to the optically bright state S2 (ππ∗), generating
a wave packet. Radiationless decay to S1 or back down to the ground state,
S0, is facilitated by conical intersections (CIs). S1 is an optically dark state
and the population is trapped there for several picoseconds. Calculations at
different levels of electronic structure theory predict different heights for a
barrier on S2 between the FC region and the S2/S1 CI (highlighted by the
dashed box which is enlarged in the inset).

higher barrier between the FC point and the S2/S1 CI than XMS-CASPT2
and MRCIS. Apparently, the size of the barrier will possibly affect the wave
packet dynamics, such that the population in S2 can be trapped with a larger
barrier and the internal conversion dynamics are slowed down.

The ultimate test of a theory, however, is in predicting the experimental
observables accurately. Thus choosing the proper experimental method and
measurement observables is essential. The more differential the measurement
(i.e. spectrally and temporally resolved), the more rigorous the test. While
earlier comparisons between experiment and theory of the total ionization
yield versus time (without resolving the photoelectron energy) showed quali-
tative agreement [158], TRPES measurements are more differential, and with
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sufficient time and energy resolution, can be used to discriminate between dif-
ferent levels of theory. Here I performed a TRPES measurement on gaseous
uracil with high temporal resolution (with an instrument response function
(IRF) of < 90 fs) and make use of an energetic probe (7.9 eV) in order
to avoid energy windowing (insufficient probe photon energy to ionize from
everywhere on the excited state potential energy surface). The measured
TRPES signals are directly compared with the simulated TRPES signals us-
ing trajectories from three levels of theory. Three levels of theory (CASSCF,
MRCIS and XMS-CASPT2) are considered in order to understand the role
of dynamical correlation in determining the excited state dynamics, with a
focus on the coupling between different electronic states and internal con-
version back to the ground state. These dynamics calculations are used to
simulate the time resolved photoelectron spectra. In the rest of the chapter,
I will describe the experiment measurement, data analysis, and compassion
between the measured TRPES and the simulated ones from all the three
levels of theory.

4.2 Experimental measurements and data anal-

ysis

The TRPES experiment I performed uses the UV/VUV velocity map imaging
apparatus that is described in Chap. 2. Uracil (>99.0%) sample is purchased
from Sigma-Aldrich without further purification. Due to its low vapor pres-
sure at room temperature, the solid sample manifold with heating ability is
employed to deliver uracil. In the measurement, uracil is exited from ground
state to the first optical bright state, S2, by the pump UV with photon en-
ergy of 4.75 eV, followed by 7.95 eV VUV probe, ionizing the molecule to
the cationic states. The VMI images from the generated photoelectrons were
recorded as a function of pump-probe delays. In order to make the data
acquisition efficient, I implemented different pump-probe step sizes for dif-
ferent pump-probe delay regions in order to catch both the short and longer
delay range dynamics. A 20 fs step size was used from -600 fs to 1.2 ps in
order to catch the rapid dynamics near zero delay, and a 100 fs delay step
size was applied up to 10 ps which is sufficient for capturing the long time
scale dynamics.

The recorded photoelectron VMI images are inverse Abel transformed
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Figure 4.2: Measured TRPES of uracil. Uracil TRPES spectrum from
the entire window is plotted as a function of pump-probe delays and kinetic
energy. The spectra is plotted with a linear intensity scale.

and the kinetic energy distribution is obtained. The measured TPRES sig-
nal from the entire pump-probe window can be found in Fig. 4.2. Similar
with the TRPES measurement of cc-COD described in Chap. 3, the pre-
cise pump-probe time-zero is located from an ethylene TRPES measurement
under the same conditions with uracil. However, different from the data anal-
ysis of cc-COD TRPES in Chap. 3, the 2D global fitting analysis for signal
decomposition between the UV/VUV driven dynamics is not necessary, since
uracil has no absorption band in VUV photon energy [170]. Therefore, the
signal in Fig. 4.2 only shows in the positive pump-probe delays in which UV
pulse performs as pump and VUV is being as the probe. As shown in the
figure, the measurement was carried out from -600 fs to about 10 ps, and one
can see a higher KE peak shortly after time-zero and this signal decays very
fast, less than 100 fs, followed by a low energy photoelectron band that lasts
much longer time (several picosecond). This is consistent with earlier results
made with longer pulses and a lower probe photon energy [138, 159]. More
details related to the measurement can be view in Appendix B.1. In this
work, I focus on the short time dynamics for which the calculation results
are available.

Let us switch gears to the simulations. The calculated TRPES are pro-
vided from our theory collaborators, Praip Chakraborty and Spiridoula Mat-
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sika. Trajectory surface hopping calculation at all three levels of theory were
performed. For each individual trajectory, time-dependent Dyson norms were
calculated at each time step, and all the trajectories used were propagated for
the initial conditions corresponding to the experimental pump pulse wave-
length range. The calculation method, including the electronic structures,
trajectory surface hopping calculations, and kinetic energy shift of different
cationic state, can be found in Appendix B and Ref. [163]. The calculated
raw TRPES data is obtained by adding up the discrete Dyson norms con-
tribution from all the individual trajectories. In order to account for finite
energy resolution of the experimental measurement, the calculated raw TR-
PES data was convolved with a Gaussian function having a 0.5 eV FWHM
according to the Xe photoelectron measurement that discribed in Chap. 2.
Along the pump-probe delay axis, the calculated TRPES spectra were also
convolved with a 90 fs FWHM Gaussian function, which is treated as IRF.

Given the computation cost associated with each method, there are 70,
70, 50 trajectories that were propagated for 1000, 500, 300 fs at the CASSCF,
MRCIS, XMS-CASPT2 levels of theory, respectively, and some trajectories
crash before the end of the simulation time. 1 One needs to pay extra atten-
tion in the data analysis when dealing with the crashed trajectories. Fig. 4.3
shows a detail analysis on how many trajectories crashed in each state for
the different levels of theory, as well as the correction factor for averaging the
calculated spectra from all of the trajectories. There are 3 different scenarios
that I consider separately: crashing in the excited states (S1 and S2), crash-
ing in the ground state (S0), and trajectories that survive until the end of
the simulation time window. In the figure, panels (a), (b), and (c) show the
crashing information of the trajectories in the three methods, respectively. A
trajectory that propagates to the end or crashes in the ground state does not
affect the TRPES signal (since ionization from the ground state is not possi-
ble with our probe photon energy), and only those that crash in the excited
states affect the TPRES signal. There will be more signal if no trajectories
crashed in the excited states, so I need to take this into consideration and
an inappropriate treatment of the crashing will induce misinterpretation of
the data. For instance, without considering the crashes, the signal will decay
faster, however, if considering crashes from all the neutral states, the signal
may be over amplified at longer delays. Here I implement a delay-dependent

150 trajectories are launched at the XMS-CASPT2 level of theoy and 17 trajectories that
start from S2 are considered in the calculated TRPES.
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Figure 4.3: Trajectory crashing induced normalization factor. Panels
(a), (b), and (c) show the number of trajectories that crash on S2, S1, and
S0, as well as those that survive until the end of the calculation time window
(1000 fs for CASSCF, 500 fs for MRCIS, and 300 fs for XMS-CAPST2).
Panel (d) shows the time-dependent correction factor that we apply in order
to compensate for the trajectories that crash in the excited states (S1 and
S2)
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correction factor by only considering the crashes in the excited states,

MS1+S1(t) =
NS1+S2(t) + CS1+S2(t)

NS1+S2(t)
(4.1)

where NS1+S2(t) is the number of trajectories surviving on S1 and S2 state
at time t, and CS1+S2(t) the number of trajectories that have crashed. As
shown in panel (d), the factor is monotonically increasing from 1 as more and
more trajectories crash as a function of time. We multiply the calculated
photoelectron spectra by this number, compensating for the loss of signal
due to trajectories crashing in the excited states.

In order to show the influence of the correction factor, here I showcase
an example of the calculated TRPES signal at XMS-CASPT2 level of theory
with two different ways of dealing with the crashed trajectories. Fig. 4.4
panel (a) shows the TRPES signal by multiplying the right correction factor
from Equ. 4.1, i.e., only considering the crash in the excited states, S1 and
S2. Whereas, panel (b) showcases the TRPES in which trajectories crash at
both ground and excited states are taken into consideration. Panel (c) plots
the time-dependent correction factors, in which the red and the blue line-
plots reflect the appropriate and inappropriate correction factors. Comparing
panel (b) with panel (a), one is able to see the signal at longer time in panel
(b) is strongly amplified, and according to the false-color intensity map, the
signal level is even higher than that around time-zero, indicating that the
results are not physical. This is consistent with the much larger value (∼1.85
vs∼1.15) of the correction factor if considering crash in all the states. Fig. 4.4
panel (d) reflects the energy integrated photoelectron yield between 2.0 and
4.5 eV from panels (a) and (b), and the measured TRPES, respectively. From
panel (d), there is significant difference in the photoelectron yield in longer
times is as twice as that from the red curve.

Figure 4.4 indicates an important point in the treatment of the calcu-
lated TRPES signal from the individual trajectories. As shown in panel (d),
it is obvious that the interpretation of the time-dependence of the calculated
TRPES can be dramatically changed by multiplying the inappropriate (S0,
S1, and S2) correction factor, and the comparison between the measurement
and calculation will be meaningless. On the other hand, the calculated TR-
PES with the right correction factor (only including S1 and S2) decays much
slower, which matches the experimental measurement well. The similar be-
haviours were also observed in the calculated TRPES from the CASSCF and
MRCIS levels of theory, and I have applied the right correction factor to the
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Figure 4.4: Calculated uracil TRPES at XMS-CASPT2 level of the-
ory with different crashing normalization factors. Panels (a) show the
TRPES signal at XMS-CAPST2 level of theory by only considering the crash
of the trajectories in excited state , i.e., by multiplying Equ. 4.1. Whereas,
in panel (b), the correction factor includes the crash from all the states, i.e.,

MS0+S1+S2(t) =
NS0+S1+S2 (t)+CS0+S1+S2 (t)

NS0+S1+S2 (t)
. Panel (c) red and blue lines show

the correction factors MS1+S2(t) from Equ. 4.1 and MS0+S1+S2(t) above, re-
spectively. Panel (d) reflects the energy (2.0 to 4.5 eV) integrated yield of
TRPES from panels (a) and (b), as well as the experimental measurement
from the same energy range, respectively.
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other two levels of theory. I will discuss the comparison of the measured and
calculated TRPES in next section.

4.3 Comparison between measured TRPES

and simulated TRPES from three levels

of theory

With careful analysis of both measurement and calculated TRPES of uracil,
now I am able to interpret the results and make a meaningful test by directly
comparing the measured TRPES with the simulated ones from all the three
levels of theory. Fig. 4.5 panels (a), (b), and (c) plot the calculated TRPES
at CASSCF, MRCIS, and XMS-CASPT2, respectively. Whereas, panel (d)
reflected the results from measurement. At first glance the results look qual-
itatively similar, particularly in terms of the slowly decaying feature below
2 eV energy, which is present in all of the theoretical spectra, as well as the
measured one. There are, however, some differences at early times and higher
energies. The experimental signal shows a higher energy feature that decays
very rapidly. This is also clearly evident in MRCIS, somewhat evident in
XMS-CASPT2, but absent in CASSCF.

In order to compare the signals more quantitatively, and see if we can
find which method agrees better with experiment, we compare the signals
integrated over two energy regions: between 0.5-2 eV and between 2-4.5 eV.
The integrated results are shown in Fig. 4.6. Panels (a), (b), and (c) display
the measured and calculated integrated spectra for the higher kinetic energy
range at CASSCF, MRCIS, and XMS-CASPT2 levels of theory, respectively.
Panels (d), (e), and (f) reflects the comparison between measurement and
calculation for the lower kinetic energy region. From an overall glimpse of
the figure, the signals make it obvious that XMS-CASPT2 and MRCIS agree
very well with experiment, whereas CASSCF predicts a much slower decay
for the higher energy signal. In each panel of Fig. 4.6, a vertical black line
indicates the peak locations for the higher and lower energy ranges of the
measured TRPES. Here I focus more on the high energy signal, since this is
more closely connected to the S2 dynamics.

From panels (b) and (c), both the MRCIS and XMS-CASPT2 calcula-
tions capture the measured delay (relative to measurements in ethylene, for
which the decay dynamics are much faster than the experimental IRF) in
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Figure 4.5: Calculated and measured TRPES of uracil. In this figure,
the calculated and measured TRPES signals are plotted as a function of
time and kinetic energy (KE). Panels (a), (b), and (c) show the calculated
TPRES according to CASSCF, MRCIS, and XMS-CASPT2 levels of theory,
respectively, while panel (d) shows the measured TRPES. All the TRPES
signals are normalized individually.
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the peak positions, whereas the CASSCF calculations shown in panel (a) do
not. There is a 20 fs delay from the calculated TRPES with respect to the
measured signal. I realized that the lower energy feature extends for times be-
yond which the XMS-CASPT2 and MRCIS calculations last, so intrinsically
the calculations may not be expected to predict this signal well. Comparing
among panels (d), (e), and (f) of the lower kinetic energy integration region,
calculation from XMS-CASPT2 reflects the best with respect to the measure-
ment, indicated by the overlapped peak positions. In panel (e), the MRCIS
result indicates a small delay, 10 fs, with respect to the measurement. How-
ever, as shown in panel (d), this delay is largely overestimated in CASSCF,
reflected by a 40 fs with respect to the measurements. While the delay be-
tween the maxima for the high and low energy electron yields is related to the
S2 decay time, it cannot be considered an actual “lifetime”, because the pho-
toelectron bands arising from S2 and S1 ionization are not perfectly separable
and overlap, as illustrated in Fig. 4.7 below. From Fig. 4.6, CASSCF calcu-
lation cannot predict a meaningful results from either the higher and lower
energy range, compared with MRCIS and XMS-CASPT2. While MRCIS
and XMS-CASPT2 both agree well with the measurements, XMS-CASPT2
provides the closest agreement with experiment on the delay of the peak in
the low energy electron yield. Since Fig. 4.6 reflects some important quanti-
tative comparison between the measurement and all three levels of theory, it
is important to emphasize the statistic uncertain of the experimental mea-
surement. A standard bootstrapping analysis is employed on the measured
TRPES and one standard deviation is treated as the error, as shown by the
shaded region around the experimental signal in each panel of Fig. 4.6. The
error bar is much smaller than the signal level, indicating good signal to noise
ratio from the measurements.

Figure 4.7 shows the individual Dyson norm (squares) from different ex-
cited states that contribute to the total calculated TRPES and it provides
a connection between the TRPES signal and the underlying population dy-
namics. Three columns represent the three levels of theory. Whereas, the
spectra from S1 and S2 are calculated separately in the first two rows and
combined in the panels in the last row. The differences between the three
methods in the dynamics become apparent here. In CASSCF, the S2 decay
is slow, and for times beyond the first 50-100 fs, the signals from S2 and S1

are overlapped. For MRCIS and XMS-CASPT2, however, the signals from
the two states are separated more temporally and spectrally. This analysis
makes it clear that fitting the experimental signal and comparing the time
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Figure 4.6: Uracil time-dependent photoelectron yield integrated
over two different energy ranges. Panels (a), (b), and (c) show measured
and simulated yields for electrons between 2.0 and 4.5 eV. Panels (d), (e), and
(f) show measured and simulated yields for the lower energy range covered
between 0.5 to 2.0 eV. The three columns show the calculated yields from
trajectories propagated at the CASSCF (left), MRCIS (middle), and XMS-
CASPT2 (right) levels. This figure focuses on the early times. The data with
longer delay can be found in Fig. B.2.
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Figure 4.7: Individual TRPES contribution from excited states of
uracil. In this figure, the Dyson norm square values of individual excited
states are plotted. The three rows correspond to the contributions of S2

(top), S1 (middle) and S2+S1 (bottom), whereas the columns correspond to
different levels of theory, with CASSCF on the left, MRCIS in the middle,
and XMS-CASPT2 on the right. These results are not convolved with the
IRF of the experiment.

constants to time constants obtained from fitting the calculated population
decays is inadequate. This is because different excited states do not have
unique and separate signals in the TRPES, and thus one needs to calculate
the observable and compare with measurements in order to evaluate different
levels of theory.

4.4 Conclusion

In this chapter, I demonstrated that quantitative comparison between theo-
retical calculations of excited state dynamics and pump-probe experiments
can provide a tool for benchmarking electronic structure theory, particularly
in cases where dynamical correlation plays a crucial role in the nonadiabatic
dynamics. The experiment and the comparison between the experiment and
calculation is well designed. The molecular system, uracil, provides a great
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testbed such that the much debated population trapping on the first bright
state S2 is sensitive to the different levels of theory and dynamics correlation
plays an important role in determining the ensuing dynamics. On the exper-
imental side, TRPES with measured photoelectron kinetic energy, allows to
spectrally choose the relevant energy range corresponding to the dynamics of
interests, which is not measurement visible if only measuring the total ion-
ization yield. Comparing the calculated and measured TRPES signals allows
me to conclude that MRCIS and XMS-CASPT2 provide a better description
of the excited state dynamics than CASSCF, which greatly overestimates the
decay time from S2. Distinguishing between MRCIS and XMS-CASPT2 is
harder because of the very short times involved, but there is some evidence
that XMS-CASPT2 compares somewhat better to the experiment.
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Chapter 5

Combined spectroscopic and
structural probes of CH2I2
dissociation dynamics

5.1 Introduction and motivation

In Chap. 3 and Chap. 4, TRPES experiments were performed in order to
follow the excited state dynamics. Two organic chromophore molecules: cc-
COD and uracil were investigated, focusing on the internal conversion and
isomerization dynamics. The results and interpretations showcase that TR-
PES is not only able to probe the wave packet dynamics, but also effective
to perform as a test for electronic structure and nonadiabatic dynamics cal-
culations.

Both molecular systems show interesting dynamics, but the quantum dy-
namics of interest are filtered by the coordinate-dependent matrix elements
of the chosen experimental observable. Thus, the TRPES measurement in
the last two chapters may only provide a single view of the transient elec-
tronic energies, and several questions can be naturally raised, such as, how
is the structural change as a function of time? How is the electronic energy
converted into the nuclear degrees of freedom as the wave packet evolving on
the excited state potentials? One can claim that some structural informa-
tion may be inferred from a TRPES measurement, and TRPES can provide
indirect information into the electronic and nuclear configurations, but it
relies on high-level dynamics calculation and none of this information con-
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tent can be directly obtained from a TRPES experiment. Alternatively, one
can gain much more insight by utilizing different time-resolved techniques
and looking at different measurement observables, making a combination of
multiple probes. The combined methodology is advantageous since one is
able to simulate multiple measurement observables in order to make a direct
comparison with the measurements.

In this chapter, I demonstrate a comprehensive study on excited state dy-
namics with combined spectroscopic and structural probing. I discuss the ex-
perimental results and the interpretation with the aid of computer simulated
measurement observerables, and end it with a discussion of the advantages
of combining different probes. The molecular systems, CH2I2 and CH2IBr
that I chose are halogenated methanes, and the photoinduced excited state
dynamics of these molecules are important for atmospheric photochemistry
and understanding the concerted electron and nuclear dynamics of small
polyatomic systems [171, 172, 173]. They serve as a homologous family of
molecules, where one can study systematic differences in the dynamics of
structurally similar molecules and understanding their excited state dynam-
ics [174]. Fig. 5.1 shows the absorption cross section of the two molecules at
the deep UV region as well the the UV spectra o the laser. A UV (∼266
nm, ∼4.65 eV) ultrashort laser pulse launches an excited state wavepacket
and the molecules undergo dissociation dynamics where the bond between
the carbon and iodine atoms breaks.

Though the dynamics have been intensively studied in both theoreti-
cal and experimental perspectives [175, 176, 177, 178, 179, 180, 181, 182,
183, 184, 185, 186, 187, 188], the combined spectroscopic and structural
study together with high level theory calculation have not been well devel-
oped. Fig. 5.2 shows the two molecules as well as the cartoon diagrams of the
potential energy surfaces (PESs), which are plotted as a function of C-I dis-
tance along the dissociative coordinates, and each different color represents
a group of states with very similar energies.

Between the two molecules, CH2I2 is the main object, whereas the CH2IBr
serves as a complementary contrast and they are chosen on purpose in this
study with two major reasons. First reason comes from the scientific as-
pect. The combination of the CH2I2 and CH2IBr molecules forms a good
case on studying the coupled electronic and nuclear dynamics with multiple
probes. These molecules, which are structural relatively simple, allow for a
clear picture rather than structural complicated larger molecules. In CH2I2
and CH2IBr, the dynamics I am interested in is the UV induced internal
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Figure 5.1: Absorption spectra for CH2I2 and CH2BrI in the UV
region The UV pump pulse spectrum from the experiment is also shown for
comparison.

conversion and dissociation. Different techniques probe the same underlying
dynamics from different measurement observables, such that I can compare
the different measurement observables in a relative straightforward manner.
As show in Fig. 5.2 both CH2I2 and CH2IBr undergo dissociation with the
bond breaking between the carbon and the iodine atoms, leading to the de-
crease of the electronic energy as well as the structural transformations. The
transient electronic energy can be probed by time-resolved photoelectron
spectroscopy (TRPES) and the structural transformation can be examined
by ultrafast electron diffraction (UED) method. As the electronic potential
energy is lost, there is a corresponding gain in nuclear kinetic energy. Nei-
ther TREPS or UED could directly measure the transient nuclear kinetic
energy, but this can be directly viewed by the time-and momentum-resolved
photoion spectroscopy (TRPIS).

In Fig. 5.2, the difference of the iodine and bromine substitution (two io-
dine atoms vs one iodine and one bromine atom) lead to the electronic struc-
ture differences. The excited states of CH2I2 which are able to be reached
by the UV photon energy at the Franck-Condon (FC) region, consist of both
bound (cyan) and dissociative state (red and blue). However, the CH2IBr
is only dominated by the direct dissociative states, which results in an in-

101



Figure 5.2: Cartoon diagrams of UV induced dynamics of CH2IBr
and CH2I2. The two panels show cartoon diagrams of potential energy sur-
faces of the ground and excited states as a function of C-I distance. Left is for
CH2IBr, whereas, in the right is for CH2I2. Several arrows, and the cartoons
of wave packet and molecules illustrate the excited state dynamics.

trinsic difference of the following dynamics after the initial excitation. As
the arrows shown in Fig 5.2, CH2IBr undergoes direct dissociation, however,
in the case of CH2I2, both the direct and indirect dissociation are involved.
It is particularly interesting to examine how this difference influences the
transient signal of the electronic energies, nuclear kinetic energies from the
energetic probing, as well as the the pair distribution function from the struc-
tural probing. The two molecules will potentially offer an excellent testbed
of examining the sensitivity of the combined methodology, as well as bench
marking the methodology for the application on more complicated systems.

The other aspect comes from the experimental feasibility. The choice of
CH2I2 and CH2IBr allows for high signal to noise ratio in the experimental
measurements. As shown in Fig. 5.2, the change of the electronic energy
along the excited state is in the order of several electron volt (eV), leading
to relative large amplitude motion of the wave packet, which is favorable to
the electronic energy detection. On the other hand, the larger scattering
cross-section of the iodine atom results in high signal level in the UED mea-
surement, and the dissociation dynamics intrinsically leads to large structural
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change which makes profound transient signal in the measured pair distri-
bution function (PDF). Furthermore, the existence of the relatively heavier
halogen atoms slows the dynamics down to the order of > 100 femtosec-
ond (fs), in which the current experimental apparatuses offer sufficient high
temporal resolutions. The spectroscopy probes allow for < 80 fs instrument
response function, and the structural probe is in the order of < 150 fs.

5.2 TRPES experiment of CH2I2 and CH2IBr

A TRPES experiment was carried out using the UV/VUV pump/probe
scheme in conjunction with a velocity map imaging (VMI) spectrometer,
measuring the kinetic energy of the photoelectrons. The experiment was
firstly carried out at National Research Council (NRC) of Canada, and then
was reproduced in Stony Brook, in order test the pump UV wavelength and
intensity dependence. The TRPES setup in NRC shares much similarities
with that from our lab in Stony Brook University. The apparatus starts with
a commercial laser system, an amplified Coherent Legend Elite Duo, which
delivers 35 fs pulses at 798 nm with a pulse energy of 8.0 mJ at a repetition
rate of 1 kHz, and 3.25mJ is used for this experiment. The UV (3ω, ∼267
nm, ∼4.65 eV) is generated through a frequency tripling state, followed with
a CaF2 prism pair that is used for pulse compression and it gives a pulse
duration with a full-width-half-maximum (FWHM) of 39 fs. The VUV (5ω,
∼160 nm, ∼7.75 eV) pulse generation mechanism is using the non-collinear
Difference Frequency Four-Wave Mixing (DFFWM) scheme which is same as
the setup in Stony Brook. All the details of the optical outline, and spectrum
and pulse duration characterization can be found from Ref. [189].

The samples, CH2I2/CH2IBr (purchased from Sigma-Aldrich (99%) with-
out further purification), mixed with helium (typical 2% of the sample), were
delivered through an Even-Lavie valve [190] into the interaction chamber,
and the valve was heated to 55◦C throughout the experiments, which helped
to reduce the possible presence of clusters. The UV and VUV beams were
weakly focused into a VMI spectrometer, using f/100 spherical reflective op-
tics, yielding a UV pump laser intensity about 5×1011W/cm2. The VUV
probe laser intensity was more than an order of magnitude weaker. The
photoelectron VMI images were recorded as a function a pump and probe
delays, followed by an inverse Abel transform to obtain the photoelectron
kinetic energy map. Data acquisition for CH2I2 was conducted first, and
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the whole sample manifold and the delivery line were cleaned before data
acquisition of CH2IBr, in order to prevent contamination. One thing I note
here is that the CH2I2 measurement was reproduced in Stony Brook with
multiple different pump-UV wavelength (∼261 nm instead of ∼267 nm) and
intensities ranging between 0.3 and 1.5×1012W/cm2, and the experiments
reproduced all the features shown from the NRC results. The comparison
of the measurements between NRC and Stony Brook can be found in Ap-
pendix C.1.2.

In this chapter, One thing different from the TRPES measurement in
Chap. 3 and Chap. 4 is the determination of the real time-zero. For cc-
COD and uracil TRPES experiments, the real time-zero between the pump
and probe was located by running a pump-probe measurement of ethylene.
Whereas, here I determine the time-zero by looking at the non-resonant
UV+VUV 1 + 1′ photonionization of Xe. By applying a single Gaussian
fit of the energy integrated photoelectron yield, I was able to determine the
time-zero (center of the retrieved Gaussian function), and extract an impulse
response function (IRF) with 73 fs FWHM which is the cross correlation
between the UV and VUV pulses. The experimental conditions of Xe were
kept the same as those of CH2I2 and CH2IBr. More details of the Xe TRPES
signal can be found in Sec. 2.2.4.

5.3 Measured and calculated TRPES of CH2I2

and CH2IBr

Figure 5.3 shows the measured and calculated photoelectron spectra as a
function of pump probe delay for CH2I2 and CH2BrI. Panels a) and b), show
the measurements and calculations respectively for CH2I2, while panels c)
and d) show measurements and calculations for CH2IBr. The calculated re-
sults have been convolved with the IRF of the system to facilitate comparison
with the experiment. From earlier results [191], we estimate that the VUV
absorption cross section is about four times that of the UV absorption cross
section. This means that near time-zero, where the pump and probe pulses
overlap, the signal comes from a combination of both UV pumped and VUV
pumped excited state dynamics. In order to highlight the UV driven dy-
namics that have contributions from VUV driven dynamics near time-zero,
we multiply the signal level at positive pump-probe delays (i.e. outside the
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Figure 5.3: Time resolved photoelectron spectra of CH2I2 and
CH2IBr. Panels (a) and (b) showcase the measured and calculated TR-
PES of CH2I2, respectively. Whereas, the measured and calculated TRPES
of CH2IBr are plotted in panels (c) and (d), respectively. The x-axis repre-
sents the pump-probe delay (UV pump, VUV probe for positive delays). The
y-axis is the electron Kinetic Energy (KE). The calculated spectra have been
convolved with the IRF of the measurements and all spectra are normalized
with their own peak values.
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temporal overlap of the pump and probe pulses) by a factor of 2.5.
There is good agreement between the experimental and calculated TR-

PES. For CH2I2, they both have a main peak near zero delay at about 2.5
eV, corresponding to ionization from the FC region to low-lying states of the
cation. As there is rapid motion of the wave packet on the excited state, and
the low-lying states of the cation are close in energy, one cannot resolve the
ionization to different cationic states, which one can see in the examining the
calculations.1 In both the calculated and measured spectra, the higher energy
peak disappears in about 60 fs and there is a lower energy tail that persists
out past 100 fs. For CH2BrI, the calculations and measurements show two
peaks at time-zero separated by ∼ 0.9 eV. These two peaks originate from
photoionization correlating to two different final cationic states after initial
photoexcitation with the UV pulse. The calculations and the experiments
both show a rapid decay of the two peaks in under 60 fs without a low energy
(<0.5 eV) tail, consistent with previous measurements of direct dissociation
using core to valence extreme ultraviolet transient absorption spectroscopy
that found a C-I dissociation time of about 45 fs. [192].

Since CH2I2 also absorbs light around our VUV spectrum [191], before
interpreting the measurements with the aid of the calculations, I assessed the
extent to which excited state dynamics driven by the VUV pulse contribute
to the photoelectron spectrum at short positive delays. This is similar with
what I have done in the signal decomposition of the cc-COD measurement.
As I have discussed in Sec. 3.2, the measured TRPES yield include both UV
and VUV driven signals and the overall molecular decay can be modeled by
following Equ. 3.3 to Equ. C.2 with a sum of two exponential decays, i.e.,
one for positive and one for negative delays with decay times based on fits to
the data. According to Ref. [191], the ratio of the absorption cross section
from VUV is four times as that from the UV, thus I can slightly modify the
fitting function such that the amplitude of the exponential function of VUV
is four time as that of VU (We don’t know the ionization cross sections for
UV vs VUV excitation and thus we took them to be equal as the simplest
approximation). Since I will focus the feature on the lower kinetic energy
tail, instead of running 2D bilateral global fitting, I integrated the photoelec-
tron spectrum at energy range from 0 - 0.5 eV, and applied a 1D bilateral

1As discussed in Appendix C.1.3, the VUV pumped contributions to the TRPES near zero
time delay are similar to the UV pumped contributions, which is why the calculations,
which include only the UV pumped contributions, agree with the experimental results,
which contain both.

106



Figure 5.4: Decomposition of the UV versus VUV driven signal of
CH2I2 (a) The convolution of the IRF and an exponential decay model of
the photoelectron yield for both UV and VUV driven dynamics (red line)
and with only VUV driven dynamics (blue line) plotted alongside the exper-
imental CH2I2 TRPES data integrated from 0 - 0.5 eV (open circles). (b)
Decomposition of the exponential decay model shown as the solid red line in
the top panel. The model consists of two exponential decays (one for posi-
tive and one for negative delays) and is represented here by the dashed black
curve. The UV driven dynamics signal has an amplitude of 1/4 and a decay
constant of 30 fs, and the VUV driven dynamics signal has an amplitude of 1
and a decay constant of 47 fs. The combination of these are convolved with
the measured IRF (dotted black curve) to model the experiment. The model
convolved with the IRF is represented by the solid red curve as it is in the
top panel.
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Figure 5.5: Bootstrapping error analysis for low energy photoelec-
tron yield in the CH2I2 measurement. This figure reflects the statistic
of the TRPES signal on CH2I2. Panel (a) plots the photoelectron yield as a
function of pump-probe delay for electrons below 0.5 eV along with error bars
determined by the bootstrapping analysis. Panel (b) indicates the yield and
error as separate curves as a function of delay, and panel (c) showcases the
ratio of the yield and uncertainty, demonstrating a signal to noise of greater
than 5 over the relevant range of delays.

fitting. This energy region is also the one with the largest contribution to
the dynamics at longer positive time delays.

In order to assess the importance of UV driven dynamics in the data, the
model described here is compared with one that does not include UV driven
dynamics - one with an exponential decay only for negative times, convolved
with the IRF for the apparatus using the same decay time as before. The in-
tegrated photoelectron yield from 0 - 0.5 eV as well as the fitting results with
two models afromentioned are shown in Fig. 5.4 panel (a). It is clear that
the data is only consistent with the model which includes both VUV and UV
driven dynamics contributing to the photoelectron yield, and not consistent
with the model which contains only VUV driven dynamics, particularly for
positive delays beyond 50 fs. Fig. 5.4 panel (b) shows the individual compo-
nents used in this simple model of the molecular dynamics signal. Further
analysis of the UV vs VUV driven dynamics contributions to the signal are
given in the Appendix C.1. Another rigorous test of this low energy tail
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aforementioned was provided by standard bootstrapping analysis, which al-
lows to determine the statistical significance of the electrons measured in a
given energy bin for each delay. Fig. 5.5 left panel shows the photoelectron
yield as a function of pump probe delay for electrons below 0.5 eV along with
error bars, which is one standard deviation determined by the bootstrapping
analysis. The top right panel shows the yield and error as separate curves
as a function of delay. The bottom right panel shows the ratio of the yield
and uncertainty, demonstrating a signal to noise of greater than 5 over the
relevant range of delays.

Before I finish the discuss of this section, it is useful to briefly mention the
calculation method. For both molecule systems, the electronic structures, the
dynamic calculations, and the TRPES signals presented in this chapter were
performed by our theory collaborators Philipp Marquetand and Tamás Roz-
gonyi. The electronic structure calculations for both molecular systems were
performed with MS-CASPT2(12,8)/ano-rcc-vdzp (multi-state complete ac-
tive space perturbation theory second order) based on CASSCF(12,8) (com-
plete active space self-consistent field with 12 electrons in 8 orbitals). The
state-averaging included 5 singlet/4 triplet states for CH2I2 and 3 singlet/4
triplet states for CH2IBr. The dynamics calculation utilized trajectory sur-
face hopping (TSH) method, carried out by SHARC (Surface Hopping includ-
ing ARbitrary Couplings) program [193, 194] interfaced with Molcas 8.0 [195].
TRPES signals were generated by calculating the Dyson norms. I analyzed
the TRPES signal from each individual trajectories and interpret the ex-
perimental measurements with proper manipulation of the trajectories. The
nuclear trajectories were also used to simulate the electron diffraction signal
as well as the photo-fragment kinetic energy that I will discuss in the later
sections. The details of TSH calculations are included in Appendix C.1.1.

5.4 Investigating features in CH2I2 TRPES -

Direct versus Indirect dissociation

Figure 5.3 indicates several important features of the photoelectron from
both the case of CH2I2 and CH2IBr. Given the agreement between the mea-
sured and calculated TRPES, and having established that the measurements
contain information on the UV driven dynamics, I now examine the experi-
mental results with the aid of calculations in more detail for insights into the
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dissociation dynamics. As shown in Fig. 5.3 and Fig. 5.5, one of the main
features is the long lasting lower energy tail shown in the TRPES of CH2I2
but not in CH2IBr.

Figure 5.6: Scatter plot illustrating the correlation between photo-
electron yield and symmetric C-I stretching in CH2I2. In this figure,
the x-axis represents the absolute difference (∆L = |L(C-I1) - L(C-I2)| and
L is the pair distance between C and I atoms) between the C-I pair lengths
averaged over all delays, while the y-axis represents the photoelectron yield
from 0-0.5 eV averaged over all delays. Each point on the graph represents a
different trajectory. Two trajectories are selected for further analysis below
and marked with a red diamond and blue square. Symmetric Stretch (SS)
and Direct Dissociation (DD) are used to label these two trajectories.

In order to determine whether the low energy tail in the TRPES for
CH2I2 is associated with a particular motion of the molecule, I examined
the trajectories for correlations between the low energy tail in the TRPES
and motion along different degrees of freedom in the molecule. Since there
is sufficient energy on the excited state for dissociation of a single C-I bond

110



but not both, I looked specifically at symmetric stretching of the C-I bonds
and constructed a scatter plot such that one axis is the integral of the low
energy tail in the TRPES, while the other axis is the absolute difference
between the C-I bond lengths (which is small for symmetric stretching and
large for stretching of a single C-I bond). The analysis is shown in Fig. 5.6.
The values on each axis are averaged over the dynamics and each data point
on the plot corresponds to a different trajectory. As is evident from the
graph, trajectories which give rise to a significant tail in the photoelectron
spectrum tend to have small average differences between the two C-I bond
lengths (corresponding to symmetric C-I stretching). Conversely, large av-
erage differences in the C-I bond lengths, which correspond to dissociation,
are associated with small yields in the photoelectron spectrum. Thus, I can
associate the tail in the TRPES with the symmetric C-I stretching that does
not lead directly to dissociation.

In order to illustrate the points discussed above, in Fig. 5.7 I plot the
C-I distance for both bonds, along with the populated state index, and the
potential energy for two complementary trajectories shown in the scatter plot
- one which corresponds to the maximum low energy yield in the TRPES
yield (labelled SS, Symmetric Stretch), and one which corresponds to the
minimum (labelled DD, Direct Dissociation). These two trajectories show
very different behaviors. For the one with the low photoelectron yield, one
of the C-I bonds remains roughly constant, while the other one stretches
significantly. The asymmetric C-I stretching is also associated with internal
conversion and rapid potential energy loss, as illustrated in panels c) and d),
while the symmetric C-I stretching is associated with less internal conversion
and energy loss. The same analysis was applied to CH2IBr TRPES signal and
trajectories. However, in CH2BrI, there is not much internal conversion (see
panel d of Fig. 5.11), but rather direct dissociation which proceeds without
competing stretching of both carbon halogen bonds and I will discuss the
details later on.

From Fig 5.7, one is able to draw some conclusions according to the fea-
tures in the measured TRPES and the motions in the calculations. However,
individual trajectories cannot represent the wave packet dynamics, and only
through an ensemble of trajectories with enough statistics that one can as-
sociate the behaviours in the trajectory with the wavepacket dynamics. Ac-
cording to the motion mentioned, i.e., direct dissociation versus symmetric
stretching, I sorted the trajectories into two sup-groups viewed in the molec-
ular geometry as a function of time. Two cartoons in the top of Fig. 5.8
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Figure 5.7: Time-dependent C-I bond lengths, electronic states, and
potential energies for two CH2I2 trajectories of symmetric stretch
and/or direct dissociation. The figure showcases the C-I bond lengths
(panels a and b), electronic states (panel c), and potential energies (panel
d) as a function of time for two trajectories chosen from the scatter plot in
Fig. 5.6 - blue and red symbols in Fig. 5.6. Again, Symmetric Stretch (SS)
and Direct Dissociation (DD) are used to label the two trajectories.

illustrate the quantities that are plotted, i.e. the absolute value of the differ-
ence between the C-I bond lengths, ∆L, as well as the I-C-I angle, α. Panels
A and B showcase ∆L as a function of time, whereas, panels C and D plot α
values. Left two panels (A and C) show the individual trajectories, whereas
the right two panels (B and D) show the average for the two groups, with
the standard deviation for each group indicated by the shading behind the
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Figure 5.8: Calculated C-I pair distances and I-C-I angles as a func-
tion of time in the first 100 fs. Two cartoons in the top of the figure
illustrate the quantities being plotted: the absolute value of the difference
between C-I pair distances, ∆L, and the I-C-I angle, α. (A) Time evolution
of ∆L from 0 to 100 fs. Each line represents a single trajectory. Lines in
red and blue colors are corresponding to direct dissociation and symmet-
ric stretching trajectories, respectively. (B) Time evolution of averaged ∆L
from trajectories in different groups. (C) Time evolution of α from 0 to 100
fs. (D) Time evolution of averaged α from trajectories in different groups.
In panels (B) and (D), one standard deviation is treated as the error bar,
which is indicated by the shaded region behind each line.
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Figure 5.9: Calculated energies as a function of time for individual
trajectories in the first 100 fs. Each individual line represents a single
trajectory. Direct and indirect dissociation trajectories are plotted in red and
blue colors, respectively. DD represents direct dissociation and SS represents
symmetric stretch.

lines. It is clear from the graph that the two groups are well defined, as
they are separated by an amount that is larger than the standard deviation
for each group. Similar idea can be applied to the transient potential en-
ergies provided in each individual trajectories. Fig. 5.9 showcases the same
separation of the trajectories that used in Fig. 5.8 by plotting the potential
energy, where the blue and red colored lines are corresponding to the direct
dissociation and symmetric stretching trajectories. Similar to Fig. 5.8, one
is able to see that the trajectories naturally fall into two groups, with the
direct dissociation trajectories losing energy more rapidly (in under 50 fs),
and the symmetric stretching trajectories generally maintaining their energy
until 100 fs or beyond. For convenience, I call trajectories with symmetric
stretching motions as indirect dissociation.

From both Fig. 5.9 and Fig. 5.8, one can see the clear bifurcation in
the potential energies as well as the structures. While much insight can be
gain by manipulation of the trajectories on the time-dependent energy and
structural changes, a ultimate test falls into the comparison between the
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Figure 5.10: Measured and simulated time-resolved photoelectron
spectra CH2I2. A: TRPES from experimental measurement. B: Simulated
TRPES including all trajectories. C: Simulated TRPES for direct (Dir) dis-
sociation trajectories. D: Simulated TRPES for indirect (InDir) dissociation
trajectories.
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measured and calculated TRPES signal, and a natural question is whether
different trajectories in the aforementioned separation are responsible for the
different features in the photoelectron spectrum. In order to address this
question, the measured and calculated TRPES of CH2I2 from Fig. 5.3 are
revisited and I plotted the calculated TRPES into two groups associated to
the trajectory separation in Fig. 5.8 and Fig. 5.9, and the results are shown
in Fig. 5.10. Panel A shows the experimental measurement, which is similar
with that in Fig. 5.3 panel A, but the data after ∼40 fs is multiplied by a
factor of 4 in order to to highlight the longer lasting tail. Panel B presents the
calculated TRPES from all the trajectories. The interesting part is coming
from panel C and D in Fig. 5.10, where the TRPES for the two groups
of trajectories are showcased. Panel C shows the TRPES for the direct
dissociation trajectories and panel D shows the TRPES versus delay for the
indirect dissociation trajectories. If one compares between panels A and C,
the higher energy peak (2.5 eV) in the measured photoelectron spectrum can
be captured by the direct dissociation trajectories in which the calculated
TRPES showcases a high energy peak decaying in ∼50 fs without a lower
energy tail. Whereas, from panels A and D, it is clear that the low energy
tail lasting more than 100 fs in the measured TRPES can be associated with
the symmetric stretching dissociation trajectories, and thus I label these
trajectories as indirect dissociation trajectories.

From Fig. 5.6 to Fig. 5.10, I have provided a series of analysis on the
theoretical calculation by sorting the trajectories into two sub-groups that
featured by different behaviours of the motions. I have gained very much
insight into the internal dynamics that UV excited CH2I2 is governed by the
directly and indirect dissociation dynamics, and the structural transforma-
tion and the energy changes are intrinsically correlated with each other. The
direct and indirect dissociation dynamics are well shown in Fig. 5.10 from
spectroscopic view, in which the features in the measured TRPES are well
captured by the calculated TRPES from different sub-groups of trajectories.
As I mentioned early, same analysis protocols were applied to the trajecto-
ries of CH2IBr and only direct dissociation behaviours are observed. While
some earlier work on CH2BrI with excitation at 266 nm found evidence of
C-Br bond fission as well as C-I fission [192], C-I bond fission dominated
(with a ratio of about 5:1), and other work making use of excitation at 271
nm measured only C-I bond fission [196]. The calculations found evidence
of C-Br fission, but only for about 5% of the trajectories, and the evolu-
tion of the TRPES was similar to that calculated for C-I fission. Thus, the
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measurements are not able to separately track C-Br fission.

5.5 Non-adiabatic dynamics of CH2I2 and CH2IBr

The TPRES measurements indicates clearly that the dissociation after UV
excitation is more complicated in the case of CH2I2 than that of CH2BrI.
The energy probe by TRPRES not only showcases the non-local dynamics
of CH2I2, but also reflects the large different structural transformations be-
tween the sub-groups of trajectories predicted from the calculation. Thus a
structural measurement is necessary. Before I step into the structural prob-
ing with the UED experiment, it is important to investigate what drives
the difference dynamics between the CH2I2 and CH2IBr behind. In order
to answer the question, I turn into the electronic structures and investigate
more details of the trajectories surface hopping calculation of both CH2I2
and CH2IBr.

Figure 5.11 shows the adiabatic potential energy surfaces (PESs) for sev-
eral neutral and ionic states, as well as the state populations versus time
after the pump pulse for both CH2I2 and CH2BrI. In the upper panels (a)
and (b), the calculated potential energy of the molecules are plotted as (one
of) the C-I bond(s) is stretched and all of the other bonds are kept fixed.
Considering the spin-orbit couplings (SOCs) effect due to the heavier iodine
atom, the dissociative states yield to sets of asymptotes corresponding two
the spin-orbit ground (CH2I + I, red colored lines) and excited (CH2I +
I*, blue colored lines) state.2 The splitting results in an energy different in
the order of ∼ 1 eV. These PESs illustrates a number of important points.
First, absorption of a pump photon with an energy about 4.65 eV leads to
excitation of a cluster of excited states. In CH2BrI, these are all directly dis-
sociative states, whereas in CH2I2 it is a mixture of bound and dissociative
states. As illustrated by panels (c) and (d) of the state population, in CH2BrI,

2These adiabatic state are currently labeled with numbers, i.e., 1, 2, 3..., which is due
to the compilation from the SOCs. These states are neither singlet nor triplet states
but something in between due to the mixture by SOCs, thus labeling them as S0, S1 as
singlets or T1, T2 as triplets are not proper, not even approximately. What is even more
difficult, is to provide labels like nσ∗ (or ππ∗ in an organic molecule with double bonds)
since these characters are even difficult to assign if there is no SOC. With SOCs effect, it
is doubly difficult, because the diabatic characters (like nσ∗) are first mixed e.g. by the
nonadiabatic couplings to give the adiabatic singlets (or triplets respectively) and then
they are mixed again by SOCs.
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Figure 5.11: Calculated potential energy surface and excited state
populations. In panels (a) and (b), we show the calculated spin-adiabatic
potential energy curves as a function of C-I distance for several neutral and
ionic states for CH2I2 and CH2IBr, respectively. Different group of neutral
states are highlighted with different colors. Panels (c) and (d) show the cal-
culated neutral state populations as a function of time from the TSH calcu-
lations for CH2I2 and CH2IBr respectively. The color coding for the groups of
neutral states is the same for panels (a)-(d). States 2–8 are maroon, states
9–12 are dark blue, and states 13–17 are light blue.
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internal conversion plays little role as the molecule dissociates, whereas in
CH2I2, there is significant internal conversion that takes place prior to dis-
sociation. As the molecule dissociates in states 2 through 8 or 9 through 12,
the ionization potential increases such that the probe pulse cannot ionize the
molecule, leading to a decay of the photoelectron spectrum. The ionization
potentials for I/I* and CH2I radical are above our employed photon energy
(The IP of the CH2I radical is 8.4eV. The IP of I is 10.5 eV) [197]. CH2I2
molecules remaining in states 13-17 are energetically capable of being ionized
and thus is responsible for the tail in the photoelectron spectrum for CH2I2,
as I discussed from Fig. 5.6 to Fig. 5.10.

Earlier work comparing dynamics following excitation at 268 nm in CH2BrI
and CH2ICl [198] interpreted their measurements in terms of dissociation on
multiple states in conjunction with internal conversion. While they observed
small differences in the measured dissociation times, they did not see evi-
dence for simultaneous stretching of the carbon halogen bonds leading to a
delayed dissociation as we observe in CH2I2. Future work with a slightly
higher probe photon energy could allow for following of the directly dis-
sociative portions of the wave packet in both molecules out to larger C-I
bond lengths and improved time resolution would allow for following the in-
ternal conversion dynamics near the FC region in greater detail, with less
contribution from VUV driven dynamics. For this current study, one way
to check the significance of the internal conversion in CH2I2 dynamics is
to compare the measurement observables with or without the non-adiabatic
transitions. This step can be accomplished by simply switch off the hopping
events as the trajectories are propagated along the excited state potentials,
and I plotted measured and calculated TRPES with and without surface
hopping. Fig. 5.12 compares the measurements (panel C) with calculations
where the surface hopping is (panel B) and isn’t (panel A) included in the
calculations. From panels A to C, it is apparent that only with hopping the
calculation can make a meaningful prediction for the measurement, whereas
without hopping, there is significant amount of higher energy (∼2 eV) sig-
nal at long delay which is not shown in the measurement. Panel D shows
the energy integrated photoelectron yield from the calculations together with
the experimental measurements. The results of the calculations with surface
hopping agree well with the experimental measurements, while the calcula-
tions without surface hopping show significant differences. This highlights
the non-adiabatic dynamics captured by the TRPES measurements.
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Figure 5.12: Comparison between measured photoelectron spectra
and calculations with or without surface hopping. (A) Calculated
TRPES without surface hopping between different electronic states. (B) Cal-
culated TRPES including surface hopping between different electronic
states. (C) Measured TRPES. (D) Measured and calculated (with and with-
out surface hopping) energy integrated photoelectron yield as a function of
pump-probe delay. Note that the measurement uses the dataset from exper-
iment at Stony Brook.
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5.6 Structural probe with ultrafast electron

diffraction of CH2I2

Though it is true that the spectroscopic measurement by TRPES method
offers great details into the ensuing dynamics of the UV excited CH2I2, the
structure changes can be only inferred from the aid of calculation. The cal-
culations I discussed above do indicate important structural signatures, thus
an structural measurement is needed and viewing the dynamics by combined
spectroscopic and structural probes is essential for understanding the dy-
namics. One of the main questions is that whether the direct versus indirect
dissociation can be observed or not? In order to probe the transient struc-
tures, I performed an electron diffraction measurement on CH2I2. One point
to note is that though UED measurement discussed here does not directly
provide molecular structures, the directly measured pair distribution function
difference (∆PDF) can be used to directly reflect the structure change.

The UED measurement of CH2I2 utilized the ultrafast relativistic Mega-
electron-volt (MeV) electron beam line at SLAC National Laboratory [46,
199, 200, 201]. CH2I2 molecules were injected with a pulsed nozzle into the
interaction chamber, where they were excited by the UV-pump pulse. In
contrast with the TPRES measurements, the probe pulse consisted of rela-
tivistic electrons, which were scattered 3 by the molecules and projected onto
a phosphor screen in the far field. The time dependent molecular structure
information was thus imprinted onto a series of diffraction patterns taken for
each pump-probe delay. These patterns were recorded by a charged coupled
device (CCD) camera. In order to achieve sufficient signal to noise in the
measurement, I worked at pump intensities of about 1012W/cm2, which led
to some two-photon absorption from the pump pulse. Based on an analysis
of the angle dependent diffraction signal, a scan of the pump pulse inten-
sity, and the strength of different features in the pair distribution function,
I estimated the two-photon absorption to be about 10% of the one-photon
absorption (see Appendix C.2.2). The UED measurements yielded a two di-
mensional projection of the three dimensional far field diffraction pattern for
each pump-probe delay. This far field diffraction pattern represents the mo-

3In principle, the diffraction measurement includes both elastic and inelastic scattering
effects. The elastic scattering electrons are mainly contributed by the charges in the
nuclei and thus can give molecular structural information with relative large scattering
cross section reaching to higher values in momentum transfer space.
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mentum space interference pattern of the scattered electrons. The diffraction
difference was first obtained by subtracting the diffraction pattern for nega-
tive time delays (averaged over four delays) [202]. The difference pattern was
then Fourier transformed to produce a two dimensional position dependent
distribution. Given the cylindrical symmetry of the photoexcited molecular
ensemble (symmetry around the linear polarization vector of the pump laser
pulse), I was able to perform an inverse Abel transform of the measured
spatial distribution function to yield the three dimensional pair distribution
function for each time delay. Fig. 5.13 shows the angular differentiated pair
distribution function difference of the measurements. It is interesting that
the angular dependence varies at different atomic pair distances, which is
consistent with what we have seen in Fig. 2.21 of Chap. 2.

Figure 5.13: Angle dependent ∆PDF CH2I2. Each panel shows the
∆PDF within a 10◦ polar angle region. The depletion in the I-I initial pair
distance shows the largest amplitude at 90◦, consistent with the fact that
the transition dipole moment is strongest along the direction perpendicular
to the I-I pair. Note that the angle dependence of ∆PDF is different for
different atomic pair distances.

Given the high dimensional nature of this information (three spatial di-
mensions + time), in order to provide a first overview of the measurements, I
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integrated over both polar (with respect to the pump pulse polarization axis)
and azimuthal angles to form a two dimensional distribution which shows the
scattering intensity as a function of interatomic distance and pump-probe
delay. This is shown in Fig. 5.14. However, analyzing the polar angle depen-
dence of the measurements can yield valuable information, which we make
use of later showed in Fig. 5.15, as well as in an analysis of multi-photon ab-
sorption from the pump pulse which can be found in Appendix C.2.2. Similar
with the TRPES measurement, locating the right time-zero is essential. A
pump probe measurement with a thin silicon film was performed to lock time
zero within a 300 fs window. I improved the precision in the time zero de-
termination by comparing the phase of modulations in the measured ∆PDF
with those of modulations in the simulated ∆PDF at R = 2.85 Å. This can
be seen in Fig. 5.15 panel B, in which both the measured and simulated
∆PDF at 2.85 Åare plotted. The simulation indicates that the first peak of
the modulation occurs at around 135 fs. This a higher precision estimate of
the time zero is obtained by adjusting the experimental delay axis slightly
such that data and simulation agree on the position of the peak. With this
adjustment, I found that all of the subsequent oscillations in the ∆PDF at
R=2.85 Å agreed for simulation and experiment which I will discuss in next
section.

5.7 Comparing measured and calculated pair

distribution function

Fig. 5.14 shows the scattered intensity as a function of interatomic distance
- the pair distribution function (PDF) - and pump-probe delay for CH2I2
(ground state equilibrium geometry shown in the top-left corner) from ex-
perimental measurements. The PDF for negative time delays is subtracted
from the PDF for positive delays, producing the ∆PDF. This allows one
to focus on the changes in the PDF due to excited state dynamics and to
subtract out the ground state contributions as well as those from individ-
ual atoms, focusing on the molecular, or interference contributions arising
from the excited state(s) of the molecule. Blue coloring indicates loss and
red indicates gain compared with the unexcited molecules. A solid vertical
magenta-colored line indicates zero time delay - i.e. where the pump laser
and probe electron bunch are overlapped in time. The delay dependent PDF
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shows more structure (features that vary with delay and pair distance) than
the TRPES results, providing a more detailed view of the dynamics than the
delay dependent photoelectron spectrum in TRPES measurements.

In order to compare the time-dependent measured ∆PDFs with the cal-
culated ones, I simulated electron diffraction pattern for the time dependent
molecular geometries extracted from the surface hopping calculation given
that each trajectory includes all of the atomic positions as a function of de-
lay. The diffraction patterns were simulated within the independent atom
model (IAM) for each molecular geometry, with the elastic scattering ampli-
tudes for C, I and H atoms calculated using the Dirac partial-wave method
(ELSEPA) [84]. Experimental conditions were applied to the diffraction pat-
tern simulation in order to compare with the measurements. I implemented
a three dimensional (3D) diffraction pattern analysis same as the experi-
mental analysis and details were provided in Sec. 2.3.3. In order to interpret
the time-resolved ∆PDF, I calculated the ground state pair distribution func-
tion and plotted the geometry with relevant atomic pair distances and angles
in Fig. 5.14. The ground state PDF shows two main peaks at 2.15 Å and
3.60 Å, arising from the C-I and I-I pairs respectively. Due to the relatively
low electron scattering cross section of H atoms compared with C and I
atoms, the contributions related to the H atoms are negligible. Compared
with the ground state PDF, one can see that in the measured ∆PDF, there
are several characteristic atomic pair distances that are of interest for the
dynamics we follow, and we highlight a number of features in the data at
these pair distances that can be interpreted in terms of specific types of mo-
tion. They are illustrated by the cartoon diagrams on the right hand side
of the figure. The top cartoon illustrates I-I separation with increasing time
delay. As the I atoms have the largest scattering cross section, the I-I con-
tribution to the changing PDF is the largest. The middle cartoon illustrates
I-C-I bending that takes place in an electronic state accessed by two-photon
absorption from the pump pulse, and the lowest cartoon illustrates motion
of the CH2 as one of the C-I bonds is broken. These dynamics are captured
by the UED measurements at different pair distances bounded by pairs of
dashed lines in the main figure.

There is a deep blue stripe centered at 3.60 Å indicating a large decrease in
the probability of finding I atoms separated by their equilibrium distance. To-
gether with the decrease of the PDF at 3.60 Å, the signal shows modulated
increases for distances greater than 4 Å and two narrower regions centered at
1.30 and 2.85 Å. The increase in the PDF for distances greater than 4 Å is ex-
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pected, and has contributions from both C-I and I-I pairs, with both arising
directly from the dissociation of the molecule in the excited states. Given the
scattering cross sections for C and I atoms, it is dominated by I-I contribu-
tions, as illustrated by the cartoon on the right hand side of the figure. While
the modulations for distances greater than 4 Å have no obvious periodicity,
the modulations in the PDF at 1.30 Å and 2.85 Å do. These modulations are
surprising, and highlight two different kinds of motion, which are illustrated
to the right hand side of the figure and discussed below.

In order to interpret the experimentally measured PDF and validate the
calculations, I compare the measured and calculated PDF at the distances
bordered by the dashed lines in Fig. 5.14. Motivated by the analysis of the
TRPES measurements, we compare the UED measurements with calcula-
tions for the two different groups of trajectories (direct and indirect dissoci-
ation), as well as trajectories for dynamics in high-lying Rydberg states in
order to account for molecular dynamics driven by two photon absorption
from the pump pulse.

The modulations in the PDF at 2.85 Å are not found in our calculations
of the valence state dynamics (i.e. states excited by one photon absorption),
but the periodicity of the modulations corresponds to I-C-I bending motion
in high-lying Rydberg states or low-lying states of the cation [203, 204]. Since
these states can be accessed by two photon absorption from the pump, I per-
formed calculations of the dynamics in high-lying Rydberg states, modeled
by considering the ground state of the molecular cation, for which the po-
tential energy surface is roughly parallel to the Rydberg states excited by
two photon absorption [205]. The shapes of the potential energy surfaces
for the Rydberg and ionic states are very similar, since they are both deter-
mined by the removal of a HOMO (iodine lone pair) electron, which leads
to displacement along the I-C-I bending coordinate. The modulations in
the ∆PDF centered at 1.30 Å are also present in our calculations as shown
in Fig. 5.15, but do not correspond to periodic modulation of any atom pair
distance. Rather, they are due to rotation of the CH2 group after the bond
breaks between the C and one of the two I atoms. The rotations lead to a
periodic oscillation in the projection of the remaining (unbroken) C-I bond
distance onto the plane of the detector with a period equal to half the ro-
tational period since the pump laser only aligns the molecules but does not
orient them. The I-C-I angle as a function of time for direct dissociation
trajectories is shown in appendix B. The modulations we observe here repre-
sent to our knowledge the first direct time-resolved observation of fragment
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Figure 5.15: Measured and simulated photoelectron spectra of
CH2I2. (A) Experimental and simulated time-resolved ∆PDF around
1.30 Å. The simulated ∆PDF are calculated from the groups of both di-
rect and indirect dissociative trajectories. (B) Experimental and simulated
time-resolved ∆PDF around 2.85 Å. The simulation is from the group of
Rydberg state trajectories. (C) Experimental and simulated time-resolved
∆PDF around 3.60 Å. The simulations are from both direct and indirect dis-
sociative trajectories. The pink curves in panels A and C are for an equally
weighted average of direct and indirect trajectories. Fig. 5.16 contains a com-
parison of the data and simulation with different mixtures of direct and indi-
rect trajectories. (D) Fourier analysis of ∆PDF at 1.30 Å from experimental
data and simulation of direct dissociation trajectories (panel A) for a polar
angle of 0◦. (E) Fourier analysis of ∆PDF at 2.85 Å from experimental data
and Rydberg state trajectories (panel B) for a polar angle of 70◦. (F) Angle
dependent Fourier analysis of the ∆PDF at 1.30 Å and 2.85 Å. θ is the angle
respect to the laser polarization direction.
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rotation in photodissociation.

Figure 5.16: Analysis of direct and indirect trajectory weighting. Pan-
els A and D show the measured and calculated ∆PDF at 1.30 Å and 3.60 Å re-
spectively for a 0.25/0.75 weighting of direct vs indirect trajectories in the av-
erage. Panels B and E show the measured and calculated ∆PDF at 1.30 Å and
3.60 Å respectively for a 0.50/0.50 weighting of direct vs indirect trajectories
in the average. Panels C and F show the measured and calculated ∆PDF at
1.30 Å and 3.60 Å respectively for a 0.75/0.25 weighting of direct vs indirect
trajectories in the average.

Fig. 5.15 shows the time evolution of ∆PDF at several pair distances (pan-
els A, B and C) and their Fourier transforms (panels D and E) for both UED
measurements and simulation. Panels D and E show the absolute value of
the Fourier transformed data shown in panels A and B, respectively. The
thick dashed lines represent simulation results, while the thin lines with di-
amond markers represent the experimental measurements. In panel A, both
the measurement and simulation show periodic oscillations at a frequency
of 5.4 THz. In Fig. 5.15 B, both the data and simulation show a periodic
oscillation at a frequency of 3.7 THz. In both panels A and B, the first pe-
riod of oscillation in the experimental data have lower signal level than the
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Figure 5.17: I-C-I angle as a function of time for direct dissociation
trajectories illustrating the rotation of the CH2 group as the C-I
bond is broken. A cartoon of CH2I2 molecule is shown inside the figure.

calculations, due to the subtraction of the signal for negative time delays
with finite pump and probe durations. Fig. 5.15 C shows the calculated and
measured ∆PDF at 3.60 Å as a function of pump-probe delay. There are no
modulations, but rather a rapid monotonic decrease in the signal. The anal-
ysis here makes use of the angle dependence of the measured and calculated
∆PDFs. The results shown in panel A, B and C used the angular averaged
∆PDF values. The results in panels D used ∆PDF values along a polar angle
of 0◦, while the results in panels E used ∆PDF values along a polar angle
of 70◦. Panel F highlights the angle dependence of the signal by showing the
heights of the peaks in panels D and E as a function of polar angle. A quick
analysis of the weighting of direct and indirect trajectories when compar-
ing their average to the measurements is provided. Fig. 5.16 compares the
measurements and calculations for different weightings of direct and indirect
trajectories. The figure shows that the measurements and simulations agree
best for a direct/indirect mixture between 0.25/0.75 and 0.50/0.50.

The data persists out to 1 ps, while the simulations in panel A and C
only last to 500 fs. This is because the dissociative trajectories tended to
crash as a result of an insufficient active space. The agreement between the
measurements and calculations shown in panels A, C and D of Fig. 5.15 in-
dicates that the structural changes associated with the groups of direct and
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indirect dissociation trajectories in the lower-lying electronic states (states
8-17 in Fig. 5.18) are captured by and directly reflected in the UED measure-
ments. The agreement between the measurements and calculations shown in
panels B and E of Fig. 5.15 indicates that the dynamics in the Rydberg
states are also captured by the UED measurements, and can be separated
from the dynamics in the lower-lying states [21]. Note that the CH2 rotation
frequency is about 2.7 THz, corresponding to a period of 370 fs, which is half
of the period shown in panel D of Fig. 5.15. This is due to the fact that the
projection of the C-I bond that remains in the rotating CH2I fragment has
roughly the same value twice per rotational period, which can be better dis-
played by the time-dependent I-C-I angle from most of the direct dissociation
trajectories shown in Fig. 5.17. This direct view of the three dimensional dy-
namics including wavepacket bifurcation, rotation and dissociation provides
a very clear and detailed picture of the dynamics as well as a very compelling
verification of the calculations.

5.8 Combined spectroscopic and structural views

of CH2I2 dissociation dynamics

Both the TRPES and UED measurements show features which can be asso-
ciated with the two different groups of trajectories - “directly dissociative”
and “indirectly dissociative”. This highlights both the non-local nature of the
photoexcited wave packet dynamics (bifurcation of the nuclear wave packet
and the exploration of multiple regions of coordinate space), as well as the
non-adiabatic dynamics involved. It is interesting to note however, that
trajectories within a given group show limited dispersion, facilitating the
formation of two groups of trajectories.

In Fig. 5.8, the differences among trajectories inside direct or indirect
dissociation groups are much smaller than the differences between the two
groups, and in order to highlight the features of the direct and the indirect
dissociation manner, I choose one trajectory from each group to be a rep-
resentative, and explore the details from both spectroscopic and structural
perspectives. Fig. 5.18 provides both a spectroscopic and structural view of
representative direct and indirect dissociation trajectories. Panel A plots the
relevant potential energy curves along the C-I dissociation coordinate and
shows cartoon snapshots of the wavepacket for both direct and indirect dis-
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sociation trajectories. Note that for simplicity, I grouped the excited states
shown in panel a) of Fig. 5.11 into three bands and plotted them as a function
of C-I bond distance. The wave packet associated with the direct dissociation
trajectories moves out to large C-I distances rapidly after internal conversion
from the intially photoexcited states (13-17) to the dissociative states (9-12),
while the wave packet associated with the indirect trajectories remains bound
in states 13-17 for ∼200 fs and then eventually internally converts followed
by dissociation. Panels B1 and B2 show the electronic state index as well as
the potential energy as function of delay time after the UV pump pulse. The
two trajectories display very different behavior. The difference between the
internal conversion rates and energy loss for the two different trajectories is
reflected in panels B1 and B2.

Panels C1 and C2 of Fig. 5.18 show snapshots of time resolved geome-
try changes for the chosen trajectories. In panel C1, I show the structure
as a function of time for the indirect dissociation trajectory. One can see
that there are relatively small changes, with the initial motion dominated by
symmetric stretching of the two C-I bonds. However, for the direct dissoci-
ation trajectory shown in C2, one of the C-I bonds breaks quickly, leading
to rotation of the CH2 group around the other I atom. The slow dissociation
dynamics for the indirect trajectories is directly captured by the UED mea-
surements in the I-I depletion shown in panel C of Fig. 5.15, while the rapid
CH2 rotation in the direct dissociation trajectory is directly captured by the
UED measurements in the modulation of the PDF near 1.30 Å, as shown in
panels A and D of Fig. 5.15. The corresponding C-I and I-I distances can be
viewed in panel D1, while the I-C-I angle is shown in panel D2.

5.9 Momentum-resolved photoion spectroscopy

of CH2I2 and CH2IBr

As we have seen from the discussion above, the combined spectroscopic and
structural probe by TRPES and UED provided very much insight into the
internal conversion and dissociation dynamics in CH2I2 after UV excitation.
Ultimately, the excess electronic energy obtained from the UV photon is
converted into the nuclear degrees of freedom as the molecules dissociate
into fragments. As we have seen, TRPES has the ability of probing the elec-
tronic energies and the nuclear dynamics can be inferred from the calculation.
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While, UED measurements gives directly probe of the pair distribution func-
tion, yielding rich information at various pair distances, the kinetic energy
of the dissociation fragments can be only inferred with the aid of the theory
input. For both TRPES and UED, neither of them offers a direct probe
into the nuclear degrees of freedom, i.e., measuring the nuclear kinetic ener-
gies. In order to follow the conversion of electronic energy into the nuclear
degree of freedom, it is important to direct measure the transient nuclear ki-
netic energy. As I alluded in Chap. 2, the coincidence velocity map imaging
spectrometer with UV/VUV pump-probe scheme allows the momentum re-
solved measurement of both photoelectrons and photoions, thus it is possible
to extract the momentum of the photofragment ion momentum besides the
photoelectron.

In this section, I discuss the time-and momentum-resolved photoion mea-
surement, TRPIS, followed by the dissociation of both CH2I2 and CH2IBr.
Experimentally, the apparatus in this measurement is similar with that in
the TRPES experiment. As laser beams intersect with the molecules (e.g.,
CH2I2 and CH2IBr) between VMI plates, photoelectrons (e−) and photoions
(CH2I

+, I+ from CH2I2 and CH2Br+, I+, Br+ from CH2IBr) are produced.
By flipping the voltage from negative to positive polarity, photoion can be
collected. Different from electrons, ion measurements need to be both energy-
and-species resolved. Rather than a conventional frame based camera, this
is made true by implementing the ns time resolution time-stamping camera,
TimePix3 camera [75]. This fast time-stamping camera is able to record the
hit position (x,y) as well as the time-of-arrival (t) for each charged particle.
CH2I2 was measured first followed with the measurement of CH2IBr under
the same conditions with that of CH2I2. In the data acquisition, more than
50,000 events were collected for the parent and fragment ions, which allows to
reassemble the event position information for each ion species, generating a
2D image. An inverse Abel transform was applied to the 2D image to obtain
the photoion spectrum for each time delay (yield as a function of TKE and
pump-probe delays). While our measurements allow for direct reconstruc-
tion of the full 3D momentum of each fragment ion based on the measured
(x, y, t), we can also perform an inverse Abel transform on an ensemble of
ion measurements, integrating over t values for a given ion species. This can
sometimes be advantageous, producing higher momentum resolution than
available from the timing information, and is the approach that we took in
the measurements presented here.

Several fragment-ion species were detected including CH2I
+
2 , CH2I

+ from
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Figure 5.19: Measured photoion spectra for both CH2I
+ and CH2Br+

from CH2I2 and CH2IBr respectively. Panels (a) and (b), show the time
and energy dependent yield of CH2I

+ and CH2Br+ with a logarithmic scale,
respectively. Panels c) and (d) show the same spectra self normalized for
each delay on a linear scale.

CH2I2, and CH2IBr+, CH2Br+ CH2I
+ from CH2IBr. I note that the interest-

ing species are the photo-fragments, instead of the parent ions. Compared
with CH2I2, there more species in CH2IBr. As we have seen above in the
TRPES measurements, the dissociation of a C-Br bond in CH2IBr is much
less likely than that of the C-I bond, and the CH2I

+ observed is less than 1/5
of the CH2I

+. Thus the focus will be the CH2Br+. Another issue needs care
is that the measurements contain both UV and VUV driven signals since the
molecules have absorption bands at both spectra regions [191]. In order to
decompose the UV driven dynamics from the total signal, I applied the same
2D global fitting protocol that was used for the cc-COD TRPES analysis in
Chap. 3. The analysis details is included in Appendix C.3.

Figure 5.19 showcases the measured photoion spectra of CH2I
+ and CH2Br+

after removing the VUV driven signal from the 2D global fitting. Panels
(a) and (b) show the measured photoion translational kinetic energy (TKE)
distribution as a function of pump-probe delay for CH2I

+ and CH2Br+, re-
spectively. In order to view both the dynamics near zero time delay as well
as the subtle changes to the spectrum at longer delays, panels (a) and (b)
are plotted using a logarithmic color scale. In both molecules, the TRPISs
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show a rapid decay in the fragment ion yield with time delay (on a ∼ 100
fs timescale), followed by small shifts of the TKE for the remaining peaks
in the spectrum for times greater than 100 fs. However, I note that the
changes in the spectra after 100 fs for the two molecules are different, with
the CH2I

+ yield displaying a single peak that increases in TKE, while the
CH2Br+ yield shows two peaks (bands) which increase in TKE with time.
As the signals beyond 100 fs are much smaller than the yields near zero time
delay, I induced a self-normalization analysis, where in panels (a) and (b) the
photoelectron yield at each pump-probe delay slice is normalized individually
in order to better follow the TKE at pump-probe delay larger than 100 fs.
The self-normalization spectra for CH2I

+ and CH2Br+ are shown in panels
(c) and (d), respectively. From panel (c), the single peak/band in CH2I

+

shifts from about 0.1 eV to above 0.2 eV, whereas the peak in CH2Br+ splits
into two peaks, which shift to about 0.25 eV and 0.6 eV at long delays, as
reflected in panel (d).

A common feature in the fragment ion spectra shown in Fig. 5.19 is the
increasing TKE of the peaks for both CH2I

+ and CH2Br+. This is consis-
tent with the conversion of electronic potential energy into nuclear kinetic
energy as the wave packet launched by the pump pulse makes its way out on
the dissociative potential. However, there is a significant difference between
the two cases in that we observe two peaks in the CH2Br+ spectrum at he
delays beyond 100 fs, whereas there is only one in the CH2I

+ spectrum. In
order to interpret the dynamics behind, it is useful to go back to Fig. 5.11
for the calculated electronic structure and state population and review the
dynamics we have learned. With the absorption of a deep UV photon (4.75
eV), both molecules are excited to a cluster of excited states including both
bound (cyan) and dissociative states (blue and red). Together with what we
have learned from the TRPES and UED measurements, CH2IBr undergoes
direct dissociation, with dissociation taking place on two groups of states
that asymptotically converge to CH2Br+/I and CH2Br+/I∗, with I∗ corre-
sponding to the spin-orbit excited state of the iodine atom. In contrast,
the excitation in CH2I2 is mainly to bound states, and internal conversion
takes place before dissociation along states that asymptotically converge to
CH2I

+/I and CH2I
+/I∗. As I will discuss in the later sections, it is the in-

ternal conversion from initially bound states to the dissociative states that
drives the differences in the fragment ion spectrum for the two molecules.
However, it is straightforward to correlate the observed discrepancy between
the CH2I2 and CH2IBr with the profound internal conversion dynamics in
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CH2I2, but not in CH2IBr.

5.10 Comparing measured TRPIS with cal-

culated fragment kinetic energy

According to Fig. 5.11, one might expect that there are two peaks in the frag-
ment ion spectra for both molecules, since both molecules have two groups of
dissociative states that asymptotically approach two different energies, sep-
arated by about more than 1 eV. For CH2I2, the population is dominated
by the higher group of dissociative states, with a ratio of 3.75 for the pop-
ulations of the higher and lower asymptotic states after 150 fs. In contrast,
for CH2IBr both states are roughly equally populated. A natural question is
that whether the difference in the measurements of the two systems afore-
mentioned is due to the different populations between the two groups of states
for CH2I2 and CH2IBr, respectively, or whether there is another reason.

One way to test the hypothesis is to direct calculated kinetic energy dis-
tribution of the photo-fragment, and compare with the measured ones. Ide-
ally, the kinetic energies should be obtained from trajectories propagated in
the cationic states after gaining velocity on the neutral excited-state poten-
tials. However, such a treatment is extremely costly and I thus make use of
an approximate approach instead, in which I estimated the velocities based
only on the neutral excited-state trajectories. Followed by Equ. 2.26, the
TKE of CH2I/CH2Br and I were calculated at each time step of each indi-
vidual trajectories The rotational kinetic energy (RKE) of CH2I for CH2I2
and CH2Br for CH2IBr are also calculated. However, the experiment is not
able to measure the RKE and I did not include the discussion of the RKE
and related analysis. In Fig. 5.20, I showed the calculated TKE of CH2I and
CH2Br, compared with the measured TKE of CH2I

+ and CH2Br+. As I dis-
cussed above, there is a significant potential energy difference between the
lower and higher asymptotic groups of dissociative states (∼1 eV), so one
expects that higher energy states lead to lower kinetic energy while lower
energy states results in higher kinetic energy. In order to check this point, I
averaged the calculated TKE from each trajectory by considering the excited
state index at each delay step. Figure 5.20 panels (a) and (b) show the simu-
lated TKE of CH2I and CH2Br radicals as a function of time by averaging the
trajectories from the lower and higher asymptotic spin-orbit coupling state.

136



The averaged TKE distribution from trajectories correlated to the lower and
higher asymptotic are plotted in thick red and blue lines, respectively. The
simulations were convolved with a 80 fs FWHM Gaussian function in order
to take into account the IRF associated with the measurements. The pink
and cyan shaded areas indicate the standard deviation (STD) amongst the
ensemble of trajectories, and serves as a measure of the statistical uncertainty
associated with the calculations.

As shown in panel (a) which is the case of CH2I2, the TKE of CH2I
from both groups increases as a function of time, and the two groups end
up with a roughly equal amount of energy by 300 fs. In panel (b), I plot the
simulated TKE for CH2Br averaged for both lower and higher asymptotic
states as a function of time. In contrast with the CH2I results, the TKE of
the two groups separate from each other, with the trajectories that come
out on the lower asymptotic state having a higher amount of kinetic energy
and trajectories that come out on the higher asymptotic state having lower
kinetic energies as expected. Again in panel (a), the standard deviations are
larger than the difference between the averaged TKEs for the two groups of
trajectories. In contrast, the difference between the two groups is larger than
the standard deviation in the case of CH2IBr, leading to a clear separation.
These observations are in agreement with the experimental measurements as
shown in Fig. 5.19 panels (c) and (d). For CH2I2, both the calculated and
measured TKE only show one peak, which increases in energy from about
0.1 eV to about 0.2 eV in the first few hundred fs. Comparing panels (b)
and (d), one also sees that there is agreement between the measurement and
calculations for CH2IBr in that the spectrum separates into two separate
peaks, whose energy increases with time in the first few hundred fs. An
additional feature in panels (c) and (d) of Fig. 5.19 is the oscillation of the
peak energy as a function of time, especially after 300 fs. These oscillations
correspond to the halogen-carbon stretching in the CH2Br or CH2I fragment
upon the dissociation. However, this is not the main focus on this work.

Figures. 5.11 and 5.20 illustrate several important points. The simula-
tions capture the main features in the photoion spectra for both CH2I2 and
CH2IBr, and measurement and calculation agree on the time scales for the
changes in the spectra. However, I note that the calculations in panel (b)
of Fig. 5.20 for CH2IBr do not perfectly agree with the measurements as
shown in the panel (d). In the calculations, the TKE for both groups of
trajectories are rising faster during the early times (< 150 fs) than that in
the measurements. This is also true for the case of CH2I2 as shown in panels
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Figure 5.20: Time-resolved translational kinetic energies from calcu-
lations and measurements for CH2I2 and CH2IBr. Panels (a) and (b),
show the calculated TKE for CH2I and CH2Br radicals as function of time
from CH2I2 and CH2IBr trajectories, respectively. Panels (c) and (d) show
the measured TKE for CH2I

+ and CH2Br+ respectively as a function of
pump-probe delay, taken from the location of the peaks from panels (c)
and (d) in Fig. 5.19. The calculated results have been convolved with a
80 fs (FWHM) Gaussian function to account for the instrument response
function. In panels (c) and (d), the orange shading indicates the early pump-
probe delay region affected by the changes to the TKE, which is due to the
evolution in the cationic potential and the experimental signal deconvolution.
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(a) and (c). This discrepancy is partially due to the fact that, upon ioniza-
tion, the fragments have to climb out of the bound state well in the cation
at early pump-probe delays - see panels (a) and (c) of Fig. 5.11. Thus, the
experimentally measured TKE does not increase substantially until the wave
packet on the neutral state moves out to distances at which the cationic po-
tential becomes flat - around 3.5 Å. This results in a decrease of the kinetic
energy of the fragment ions gain from neutral states. This is not taken into
account in the calculations, and thus, one expects the calculation to show
the TKE rising faster than in the measurements, as we observe in Fig. 5.20.
A quickly estimation of how evolution in the cationic potential affects the
TKE for different pump-probe delays is provide in Appendix C.3.2.

I also note that the TKE of the two peaks in the CH2Br spectrum are
further apart than those from the calculation, and this is due to the fact that
the energy difference of the averaged cationic spin-orbit channels increases.
The lower asymptotic states (states 2-8, red curves in panel (b) of Fig. 5.11) in
the neutral are mostly Koopmans’ or Dyson correlated with the lower states
of the cation. Accordingly, the higher asymptotic states (states 9-12, blue
curves) are mostly correlated with the higher states in the cation. Considering
the energy difference between the higher branch of the lower cationic channel
and the higher cationic channel (but also the energy difference of the average
channels), one can see that this energy difference increases. This effect is
not considered in the calculations and leads to the peak separations shown
in Fig. 5.20 being underestimated in comparison with experiment. Another
contribution to the discrepancy between experiment and theory in Fig. 5.20
is imperfections in the subtraction of the VUV pump UV probe contribution
to the yield near zero time delay. As the VUV absorption cross section is
significantly larger than the UV absorption cross section, there are many
ions generated by first VUV absorption followed by UV ionization in the
region where there is some overlap between pump and probe pulses. This
contribution is subtracted from our data, but leads to some systematic error
in the measured TKE for delays less than 100 fs. A detailed discussion of
the subtraction is provided in Appendix C.3.1

Before turning to detailed analysis of what drives the differences in the
dynamics for the two molecules, I compare the calculated and measured
branching ratio, Φ∗ = [CH2Br/I

∗]/([CH2Br/I
∗] + [CH2Br/I]) for the two

spin orbit channels ([CH2Br/I
∗] and [CH2Br/I]) in CH2IBr. In the CH2IBr

calculation, the ratio is evaluated from the number of trajectories that live
on the lower and higher asymptotic states. The calculated ratio is about
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0.47, while the measured ratio is about 0.48, demonstrating excellent agree-
ment. Earlier measurements which used multiphoton ionization as a probe
found a ratio of about 0.41, which is in reasonable agreement with our mea-
surements and calculations [198]. In the case of CH2I2, while the measure-
ments could not resolve the two kinetic energies peaks, the branching ra-
tio can be extracted from the calculations by checking the time-dependent
state populations. As shown in Fig. 5.11 panel (c), the branching ratio,
Φ∗ = [CH2I/I

∗]/([CH2I/I
∗] + [CH2I/I]), is about 0.78 after 150 fs when

the populations are stable. However, I note that the branching ratio is likely
overestimated due to trajectories crashing at slightly different rates on the
different groups of states.

5.11 Quantitative characterization of the non-

adiabatic dynamics of CH2I2 and CH2IBr

In order to understand what drives the difference between the two molecules
in more detail, I examined the hopping statistics from the TSH calculations.
The trajectories include hundreds of hops between different electronic states,
and I sorted these hops into two different types based on their initial and final
state indices. As shown in Fig. 5.11 panels (a) and (b), there are 3 different
groups of excited states for both CH2I2 and CH2IBr, including dissociative
ones which asymptotically approach the spin-orbit ground and excited states
of I (I/I*) for large C-I distances, as well as a group of bound states. It is
the hops between different groups of states that result in significant changes
of energy or electronic state character, whereas the hops within each group
of states do not involve such substantial differences. Thus the hops across
groups play the essential role on the determination of the undergoing dy-
namics. Here in Fig. 5.21, I show the hopping statistics between groups for
both CH2I2 and CH2IBr. The hops were binned into 20 fs windows, and the
number of hops were divided by the total number of trajectories in order to
obtain the hopping rate per trajectory.

Figure 5.21 panels (a) and (b) show the hopping rate for CH2I2 and
CH2IBr as a function of time. For CH2I2, the hopping rate stays relatively
high out to about 100 fs, whereas for CH2IBr, the hops are concentrated
in the first 20 fs. The extended hopping in CH2I2 leads to the overlap of
the TKE for fragments dissociating on the two spin-orbit asymptotes for I
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Figure 5.21: Hopping rates for CH2I2 and CH2IBr from the TSH
calculation. In this figure, panel (a) shows the hopping rate for CH2I2,
whereas panel (b) illustrates the hopping rate for CH2IBr. Only the hops
between different groups of states are included, whereas the hops between
states in the same group are excluded. The number of hops is divided by the
number of trajectories in each 20 fs time window in order to obtain the hops
per trajectory as a function a time.
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(I and I*), since molecules do not dissociate on one group of states or the
other, but rather on a mixture of the two groups. In contrast, for CH2IBr,
the asymptotic state on which the molecule dissociates is determined early in
the dissociation dynamics, leading to a well defined separation in the TKE
for the two I/I* asymptotes. Thus it is clear that it is the different non-
adiabatic dynamics during dissociation which lead to the differences in the
measured TKE for the two different molecules.

5.12 Conclusion

In conclusion, I have compared the information available from two experimen-
tal (spectroscopic vs structural) approaches with three different experiments
(TRPES, UED, and TRPIS).

The TRPES experiment was performed and together with the trajectory
surface hopping calculation had yielded very much insight into the inter-
nal dynamics of both CH2I2 and CH2IBr after deep UV excitation around
4.65 eV. Especially the two molecules constructed a complementary com-
parison. It allows one to investigate the different role of the non-adiabatic
effect which is induced from the electronic potentials and/or the structure
difference from the two molecular systems. However, one is not able to claim
that the dynamics were fully viewed from the TRPES measurement, such
that one could make a making a “molecular movie”. For example, while
the TRPES measurements illuminate the internal conversion and dissocia-
tion of the molecule and suggest that the dissociation dynamics are non-local
(multiple wave packets), the directly viewing of the nuclear degrees of free-
dom is missing. Apparently, an interesting point that needs further study is
the dynamics related to the different asymptotic dissociative states of both
systems as shown in Fig. 5.11. Since the lack of direct sensitivity from the
photoelectron, one can ask whether there are experimental signatures indi-
cated from the photoions if the wave packet undergoes the lower and higher
asymptotes by gaining different amount of kinetic energy? These questions
can be answered from a TRPIS measruement, such that the electronic en-
ergy conversion into the nuclear degrees of freedom can be directly monitored
by examining the kinetic energy of the photo-fragment ions. With the sen-
sitivity to the different asymptotes of the dissociative states, one can even
easily obtained the ratio of the population by looking at the quantum yields
associated with different kinetic energies of the photofragment ions.
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TRPES and TPRIS provide energetic probes, there is still information
missing. A simple question can be raised, such as how is the structural
change as a function of time? One can claim that the spectroscopic to struc-
tural inversion may be also achieved, but high-level theoretical calculations is
needed. And from the CH2I2, we clearly see that neither TRPES nor TRPIS
provides any information about the rotational dynamics and the complicated
structural changes accompanying dissociation. This is of broad significance,
as chemical reactivity and molecular function depend not only on the distance
between two different functional groups of the molecule, but also their rela-
tive orientation (as in e.g. protein folding). These can be accomplished from
a diffraction measurement, such as what has been done with the relativistic
UED measurement. On the other hand, the relativistic UED measurements
do not provide direct information on the internal conversion (non-adiabatic
coupling between electronic states) and energy conversion of the molecule
as it dissociates. By combining the two approaches, one can find direct ex-
perimental evidence for non-adiabatic coupled nuclear-electronic dynamics,
non-local evolution of the nuclear wave function (different groups of trajecto-
ries that have very different structural and energetic evolution as a function of
time) and rotational motion of the molecule during dissociation, which high-
lights the three dimensional information available from diffractive imaging
measurements.

Experimentally, TRPES and TRPIS measurements can rather easily be
carried out in the limit of one photon absorption from the pump pulse, with
built in verification via the kinetic energy of the photoelectrons and/or pho-
toions , while UED requires higher pump pulse fluences and thus tends to
contain contributions from dynamics driven by multiphoton absorption from
the pump pulse, which need to be considered in the analysis. While the time
resolution of the two approaches is similar, it is easier to characterize the
IRF for TRPES/TRPIS via cooperative non-resonant 1+1’ photon absorp-
tion. The rate at which the UED observable changes depends primarily on
how fast the structure changes with time (dRi

dt
, where Ri represents the po-

sition of the ith nucleus), whereas the TRPES/TRPIS observable depends
on both the rate of structural change with time as well as how rapidly the
energy changes/transfer with structure - i.e. dRi

dt
and dV (Ri)

dRi
. This leads to

the TRPES/TRPIS observable changing more rapidly than UED for some
time delays (e.g. < 100 fs) and less rapidly than UED for others e.g. (> 100
fs). Generally TRPES and TRPIS are rather easy to carried out and can
rely on a tabletop ultrafast laser system. The relativistic UED measurement
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is more complex in the experimental apparatus such that experiments may
be only preformed in national lab type of facilities.
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Chapter 6

General conclusion and
prospects

6.1 General conclusion

In this dissertation, I have studied excited state dynamics of several molec-
ular systems with multiple ultrafast time-resolved experimental techniques.
Especially, the combination of spectroscopic and structural probes offered a
unprecedented view of how a photo-excited molecule breaks apart, illuminat-
ing the subtle interplay between electronic and nuclear dynamics underlying
many fundamental processes in nature.

In Chap. 3 and Chap. 4, two important organic chromophore molecules,
cis,cis-1,3-cyclooctadiene (cc-COD) and uracil, were experimental studied,
focusing on their internal conversion and isomerization from electronic ex-
cited state back to the ground state via conical intersections (CIs) after ex-
posure to UV light. TRPES measurements were carried out with UV/VUV
pump/probe scheme for both molecular systems. TRPES method is sen-
sitive to coupled electronic and nuclear dynamics, providing with an ener-
getic probe, and may be advantageous over the structural measurement of
UED method in these systems. One of the reasons behind is simply due to
the smaller geometric changes in the isomerization and internal conversion,
compared with dissociation process. With excessive energy obtained from
the optical pump pulse (∼5 eV), the wave packet falls into rapid motions
away from the Franck-Condon (FC) region to the CIs, though the structural
changes may be not obvious, it often induces larger changes in the potential
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energies, where TRPES can showcase higher sensitivities. It is very much
advantageous by using laser pulses in the VUV region (5th harmonic of a
Ti:sapphire laser) as a probe of molecular dynamics because the photon en-
ergy can be chosen to lie just below the ionization potential of the ground
state (typically between 8-12 eV), but above the ionization potential for the
majority of excited states (typically less than 8 eV). This enables one to probe
the neutral excited state dynamics over a broad range of energies without
windowing effects (probe photon energy insufficient to ionize the evolving
excited state wave packet), while remaining blind to the ground state.

In Chap. 3, I performed UV pump VUV probe measurements of cc-COD
after an excitation to the first bright state S1, using TRPES. The measure-
ments reflected two main features, a lower kinetic energy band with constant
kinetic energy, as well as a higher kinetic energy band with energy decreas-
ing as function of time. The measurements were interpreted with the aid of
electronic structure and trajectory surface hopping (TSH) dynamics calcu-
lations. The two bands were interpreted as the ionization from the neutral
excited to different states in the cation according to the Koopmann’s correla-
tion. Three types of CIs were located and the potential energies of the several
lowest neutral and cationic states at several points interpolated between the
FC region and the three different CIs. As the the wave packet evolves along
the potential, two cationic states, D0 and D3 are energetic allowed. Since
D3 crosses a number of ionic states en route to the third CI, it is of mixed
character and parallel with the S1 in the neutral, one would expect a constant
photoelectron kinetic energy which corresponds to the lower energy band in
the TRPES. Whereas, the potential energy of the ground state of cation,
D0, increases from the FC to the CIs, thus the high energy peak should shift
to lower energies as the wave packet moves away from the FC point. The
question that has not been answered is that the calculations predict a slower
decay of the TRPES than measured by the experiment, in which future work
aims to address this discrepancy.

In Chap. 3, theoretical inputs were mainly used to interpret the mea-
surement results. Whereas, in Chap. 4, I demonstrated that quantitative
comparison between theoretical calculations of excited state dynamics and
pump-probe experiments could provide a tool for benchmarking the elec-
tronic structure theory, particularly in cases where dynamical correlation
plays a crucial role in the non-adiabatic dynamics. Uracil was chosen as a
testbed, focusing on the much debated population trapping of the first bright
state S2. The electronic structure were calculated at three different levels
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of theory, CASSCF, MRCIS, and XMS-CASPT2. The calculations suggest
that there is no trapping of population on the S2 state at higher-level multi-
reference methods which are MRCIS and XMS-CASPT2, whereas there is
substantial trapping of population on the S2 state at the CASSCF level,
as is suggested by the size of the barrier on S2 at different levels of theory
(MRCIS∼0.03 eV, and XMS-CASPT2<0.02 eV, CASSCF∼0.16 eV). In or-
der to test the accuracy of the theory by directly viewing the measured and
calculated observables, TSH calculations at three different levels of theory
were carried out. These dynamic calculation were then used to simulate the
TRPES using the Dyson norms. On the other hand, an experimental TR-
PES measurement (UV pump and VUV probe) is constructed in order to
directly compare with the calculated TPRES signal. The comparison evi-
denced that MRCIS and XMS-CASPT2 provide a better description of the
excited state dynamics than CASSCF, which greatly overestimates the decay
time from S2. However, distinguishing between MRCIS and XMS-CASPT2
is harder because of the very short times involved which is beyond the exper-
imental temporal resolution, but there is some evidence that XMS-CASPT2
compares somewhat better to the experiment.

In Chap. 3 and Chap. 4, the coupled electronic and nuclear dynamics were
studied from a spectroscopic view with TRPES method. In Chap. 5, I turned
to explore combined spectroscopic and structural probes on the excited state
dynamics. The molecular systems, CH2I2 and CH2IBr, were chosen with care
in this study. CH2I2 was the main object, whereas the CH2IBr was serving
as a complementary contrast. The two systems share similarities from both
structure and atomic species, except one of the two iodine atoms in CH2I2 is
substituted by bromine in the case of CH2IBr. The study was designed by
using the same excitation process, i.e., an ultrashort pulse in deep UV regime
(∼ 260 nm). The time-resolved photoelectron and photoion measurements
on both CH2I2 and CH2IBr mapped out a clear energy flow along the wave
packet evolution, in which the electronic potential energy obtained from the
initial optical excitation was transferred into the nuclear degrees of freedom.

The features in the TRPES signals showcased that the non-adiabatic dy-
namics were essential in determination of the following dynamics between the
two systems, highlighted by whether or not presenting a lower kinetic energy
tail of the photoelectron yield in longer delays (∼150 fs). In CH2I2, the pho-
toelectron started from a strong signal around time-zero correspondent to
ionization to a manifold of lower lying states in the cation, followed with the
lower energy tail in longer delays. In CH2IBr, two peaks of photoelectron
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yields showcased around time-zero arising from the ionization to two lower
cationic states, but without the presence of a lower energy tail at longer de-
lays. The lower kinetic feature in CH2I2 was interpreted by the presence of
the higher energy bound states (besides the dissociative states), which can
be reached by the pump UV at the FC region, such that in the longer delays
the probe VUV photon energy was still high enough and ionization was pos-
sible as some of the wave packet population in the bound state. Whereas,
the bound states in CH2IBr were not able to be reached from the UV, and
only dissociative states were mainly involved. In this case, ionization was
not allowed as the wave packet only evolved on the dissociative ones, thus,
without a lower kinetic energy tail. With a detailed analysis of the calcu-
lated trajectories, a “direct” and an “indirect” dissociation pathways were
proposed for the case of CH2I2, and only “direct” dissociation was suggested
in CH2IBr.

The TRPES measurements reflected that CH2I2 dynamics was more com-
plicated. A further analysis was carried out in order to estimate the non-
adiabatic effect in CH2I2, by specifically turning off the non-adiabatic transi-
tion, the “hops” in each trajectories. The lower energy tail in the simulated
TRPES was completely missing as shown in Fig. 5.12, and the calculated
TRPES matched with the measurement only when non-adiabatic transitions
were included. By grouping the trajectories into different sub-groups accord-
ing to the different geometric behaviours (direct dissociation vs symmetric
stretch), the TRPES indicated clear two pathways, and structural measure-
ment appeared necessary. The TRPES highlighted non-adiabatic dynamics
in CH2I2 and the comparison from CH2IBr helped make this clear.

The structural measurements from the relativistic ultrafast electron diffrac-
tion (UED) experiment of CH2I2 yielded rich information contents regard-
ing multiple features of the measured pair distribution function difference
(∆PDF). The direct and indirect dissociation manners were revealed and dif-
ferentiated at different atomic distances in the ∆PDF, as shown in Fig. 5.14.
The lost (negative value) at the original I-I distance (3.60 Å) and the increase
(positive value) beyond this distance in a slower time-scale (∼300 fs) high-
lighted the indirect dissociation dynamics, whereas, the direct dissociation
behaviour was captured by a fast time-scale (∼185 fs) periodic oscillation
below the initial C-I1/I2 bond distance (<2.1 Å) regarding to the quickly
rotation motion of CH2 after dissociation. The observation of the rotation
is an unique feature and may be only accessible from diffraction measure-
ments. On the other hand, some subtle features observed from the calcula-
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tions, were missing, such as the C-I stretching motions, which may be limited
by the current temporal resolution due to the electron bunch length and a
shorter electron bunch is necessary. Recently, two different methods of elec-
tron bunch compression have been reported from Qi et al, and Snively et al,
respectively. They applied either an ultrashort pulse in THz regime or used
a double-bend-achromat to compress the bunch and they reported the short-
est pules duration as sub-40 fs in root-min-square (RMS) [206] and sub-30 fs
FWHM [207].

The TRPES and UED measurement gave profound electronic energetic
ans structural signatures of the non-local (“direct” versus “indirect” dissoci-
ation) dynamics manner involved with the competition between the internal
conversion and dissociation, but neither of them gives direct probing sen-
sitivity into the nuclear degrees of freedom. For instance, a characteristic
feature in the CH2I2 and CH2IBr is the two sets of spin-orbit coupling ef-
fect induced asymptotic dissociative states. With different internal energies,
wave packet(s) undergoing the higher and lower asymptotes gain(s) lower
and higher nuclear kinetic energies, respectively. However, these information
contents are missing in either TRPES or UED measurements. The variant
of TRPES, TRPIS, provided valuable information contents into the nuclear
degrees of freedom which were not directly accessible from the TRPES mea-
surements. By directly measuring the time-dependent translational kinetic
energy (TKE) of photo-fragment ions (CH2I

+ and CH2Br+ for CH2I2 and
CH2IBr), I resolved two bands of CH2Br+ with different amount of TKE
as expected, whereas, only one single TKE band of CH2I

+ reflected in the
measurement. With the aid of the trajectory TSH calculation, the unex-
pected behaviours of CH2I2 were interpreted by the much higher and longer
lasting non-adiabatic transitions across different dissociative asymptotes as
well as the bound states, which was not reflected from the calculations for
CH2IBr. It indicated that the competition between the internal conversion
and dissociation will determine the ensuing dynamics.

In a more fundamental perspective, compared with spectroscopic method,
diffraction techniques are so called the “passive” probes such that the mea-
surements do not reply on the presence of a final state(s), such as the cationic
state(s) in the ionization spectroscopy. Diffraction probes take the advan-
tage that the system only involves the state(s) with the initial excitation ,
whereas the measurements is rather accomplished by examining an external
medium with the amount of momentum transfer, such as elastic or inelastic
scattering of electrons. This makes the interpretation of the diffraction mea-
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surement independent from a final state(s), in which no further approxima-
tion is needed. On the other hand, spectroscopies can be named as “active”
probing, such that the system is interrogated beyond the initial excitation
process and the measurement observables is a correlation between the initial
and the final state(s), such as the charged particles generated from an ioniza-
tion process in the state(s) of the cation. Thus extra care may needed in the
interpretation of the measurements. However, with the presence of a final
state(s), spectroscopies provide high sensitivities which rises from the corre-
lation/selectivity between the initial and final states, such as Koopmanns’
correlations. The measurement may be very much highlighted and amplified
at specific electronic and/or nuclear coordinates.

6.2 Prospects: spectroscopic and structural

probing towards to X-ray regime

To conclude this dissertation, I have conducted experiments and demon-
strated both spectroscopic and structural probes on the coupled electronic
and nuclear dynamics in the molecular excited states initiated from an ultra-
short UV pulse. TRPES and/or TRPIS were used as spectroscopic probe,
and relativistic UED was applied as the structural probe. All of the ex-
perimental results were interpreted by quantum dynamics calculations, with
directly comparison between the measured and calculated observables.

One of the possible directions beyond the current energetic probing is
to expend the ionization from valence electrons into more deeply bounded
inner shell electrons by photons in soft X-ray regime (50 to 1000 eV). Va-
lence electrons often directly participate in chemical bonds and they can be
delocalized across the whole molecule. Time-resolved valence ionization spec-
troscopic methods, such as TRPES, in principle allow for following coupled
electronic and nuclear dynamics on their natural time scale, but they lack di-
rect sensitivity to changes in specific nuclear distances due to the delocalized
character of valence orbitals [208, 50]. Compared with an electron in the va-
lence orbitals, one of the major advantages of using soft X-rays being as the
probe ionizing an inner-shell electron is element-and-cite-specificity, which is
due to the fact that the ionization energies of the deeply bound core-shell
electron from different species of atoms usually lie several hundreds electron
volts (eVs) apart [209]. Although the inner-shell electrons are more local-
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ized to the atomic centers, the changes of bonding environment (covalent
bonds) with valence electrons will affect the bonding energy of the electron
in the inner-shell orbital [210]. A change in bonding environment, therefore,
lead to a site-specific change in the time-resolved photoelectron spectrum.
Thus probing the inner-shell electrons will allow for sensitivity to a specific
site/atom/bond in a molecule, which is not allowed in valence ionization spec-
troscopy. For example, the dissociation of a C-I bond in CH2I2 and CH2IBr is
very much likely induced a transient changing of binding energy from a inner
shell electron at either carbon or iodine inner-shell electrons. Time-resolved
X-ray photoelectron spectroscopy (TR-XPS) have been proposed and sev-
eral remarkable works have been reported for a similar molecule, CH3I, after
UV excitation [211, 212, 213, 214]. A recent theoretical work also reported
profound signatures of XPS at carbon, nitrogen, and oxygen atoms in differ-
ent geometries of lower lying molecular excited states (S2 and S1) of uracil
(C4H4N2O2) [215]. One thing to note is that proper interpretation of the ex-
perimental results typically requires the modeling of the core-shell spectrum
as a function of time in the relevant reaction coordinates.

For the structural probing, besides utilizing electron scattering, the diffrac-
tion measurements can be performed with an ultrashort hard X-ray (8.3 KeV,
1.5 Å, LCLS at SLAC) pulse as well [216, 217, 218, 219]. In comparing elec-
trons to X-rays, electrons suffer from Coulomb force that tends to stretch
an electron pulse in time. X-ray photons do not repel each other, and are
easier to bunch together in a short pulse. Thus the time-resolution from a
time-resolved X-ray diffraction measurement can be achieved in the sub-50
fs [220]. X-ray travels with the same speed of light, therefore the velocity
mismatch between the X-ray and the optical pump pulse is forbidden. There-
fore, a longer integration length between the X-ray pulse and the sample is
possible, leading to more scattering signals. Electron scattering contains an
uniform background which is mostly from an incoherent sum of the scat-
tering from different molecules, due to a smaller transverse coherence width
than the intermolecular spacing. A typical hard X-ray beam usually pro-
vides much larger transverse coherence width (usually the whole beam size)
than that of an electron beam, which makes a significant point in gas phase
experiment [220].

Given the fact that several X-ray free electron laser (FELs) are already
in running [221, 222], plus several more are under construction [223, 224],
it appears reasonable and promising to propose that the continued research
of the current combined spectroscopy and structural probes will be in both
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time-resolved soft X-ray core-level ionization spectroscopy and hard X-ray
diffraction experiments.
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Appendix A

Supporting information for
Chap. 3

In this appendix, I provide some details of the theoretical calculations regard-
ing the trajectory surface hopping calculation of cis,cis-1,3-cyclooctadiene
(cc-COD) that are related to the experimental measurement presented in
Chap. 3. The electronic structures as well as the dynamics calculations
were carried out by Pratip Chakraborty and Spiridoula Matsika, published
in Ref. [119].

A.1 Computational methods

Energies and Dyson norms were calculated along pathways leading to coni-
cal intersections between S1 and S0. The structures of conical intersections
are obtained from our previous theoretical study on cc-COD. [119] Using
three important conical intersection geometries (as described below) we con-
structed linear interpolations in internal coordinates (LIIC) from the Franck-
Condon (FC) geometry to the CIs using the extended multi-state complete
active space with second order perturbation (XMS-CASPT2) method [225,
226, 227] and the cc-pVDZ basis set. [228] For neutral states, a (6,6) active
space was used whilst a (5,6) active space was used for cationic states. The
XMS-CASPT2 calculations were performed using the corresponding CASSCF [165]
reference wavefunction with an imaginary shift of 0.2 au and the single-state
single-reference (SS-SR) [229] contraction scheme. The energies of three
states for the neutral and five states for the cation were calculated. The XMS-
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CASPT2 calculations were performed using the Bagel package. [230, 231]
The ground state of all conformers of cc-COD was optimized at the DFT

level using the B3LYP functional and 6-31G(d) basis set using the Gaussian09
package. The frequencies and normal modes were calculated at the same
level of theory. Sampling was performed using a harmonic oscillator Wigner
distribution in Newton-X [232, 233] to generate initial conditions (nuclear
coordinates and velocities) based on the optimized geometry and the normal
modes from the previous calculation. 200 initial conditions were generated for
each of the conformers of cc-COD at 298 K. Vertical excitation energies and
oscillator strengths were calculated for all initial conditions at the CASSCF
level using cc-pVDZ basis set. An active space of 4 electrons in 3 orbitals was
employed and three states were averaged. Excitation energies and oscillator
strengths of the initial conditions were used to calculate the absorption cross
section and simulate the first absorption band of cc-COD. A Lorentzian line
shape, temperature of 298 K and a phenomenological broadening value of
0.2 eV were employed.

Non-adiabatic excited state dynamics simulations were performed using
trajectory surface hopping (TSH) in Newton-X on CASSCF(4,3)/cc-pVDZ
full-dimensional potential energy surfaces (Ref [234, 235, 236, 237, 238])
(PES) calculated on-the-fly using the Columbus 7.0 package. The trajec-
tories were propagated starting from the S1 state which is the brighter of
the two states (S1 and S2) in the Franck-Condon (FC) region with the active
space chosen for this study. The fewest switches surface hopping (FSSH) [53]
algorithm was employed to take into account non-adiabatic coupling between
the S2, S1, and S0 states. The velocity verlet algorithm was used to integrate
Newton’s equations of motion with a time step of 0.5 fs. The semiclassical
Schrödinger equation was integrated using the fifth-order Butcher’s algo-
rithm with a time step of 0.005 fs. The simulations for both conformers were
performed for 500 fs using XSEDE’s computational resources. [239]. More
details of the electronic structure calculation can be found in Ref. [119].

Figure A.1 shows the population of the three states for cc-COD for 500
fs from the TSH calculation. The population plot is a weighted average of
the results from the two conformers for all valid trajectories. An important
problem in TSH using multireference methods is that sometimes (especially
after hopping to the S0 state) trajectories fail because the active space does
not converge. This can happen if the proper anti-bonding orbitals are not
present in the active space or if the molecule distorts significantly. This
can engender a change in the orbitals in the active space leading to energy
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Figure A.1: Calculated state population of cc-COD. Calculated
population dynamics of S2, S1 and S0 states of cc-COD at the SA3-
CASSCF(4,3)/cc-pVDZ level for a simulation window of 500 fs. The popu-
lations from the two conformers were combined using the weighted average
of their Boltzmann probabilities.
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conservation failure for a particular trajectory. Trajectories typically fail
more often when an unbalanced active space is employed. Since we are
working with a very flexible molecule and have employed a (4,3) active space
which does not have an anti-bonding π∗ orbital corresponding to its bonding
π orbital, a portion of the trajectories failed before the end of the calculation
(500 fs), mostly after reaching S0. It is crucial to deal with this issue since
the fraction of trajectories in each state depends sensitively on the fraction
of trajectories that crash in each state. The default choice is that trajectories
are excluded from the counting once they fail. However, in this case, when a
significant portion of trajectories on the ground state fail, the excited state
decay will appear to be slower than it is. Furthermore, after hopping to
the S0 state, the potential energy surfaces S1 and S0 typically separate in
energy by a substantial amount, rendering the probability of a back-hop low.
So, it is reasonable to expect that a failed trajectory will remain on S0 and
include it in the population count as such. This is the approach we used in
Fig. A.1. A small percentage of trajectories also failed while propagating on
S1 (and S2) due to failure of energy conservation. Since it is not possible to
establish with confidence the fate of these trajectories, we exclude them from
the population count after their failure.

A.2 Details of the theoretical calculations

A.2.1 Details of the Dyson Norm calculation

A more careful examination of the calculated Dyson norms shows informa-
tion about the changes in the character of both the neutral and cationic
states. The neutral S1 state initially corresponds mainly to a HOMO →
LUMO excitation, but the character becomes more mixed along the relax-
ation pathways. In particular, mixing with the character of S2 can occur,
which corresponds to two different configurations as illustrated in Fig. 3.5. Fur-
thermore, the cationic states can become mixed and non-adiabatically change
character along the pathways. A signature of these mixings is present in the
third pathway involving the non-local CI. This is apparent when calculating
the Dyson norms based only on the initial characters, as shown in Fig. 3.5. Us-
ing the simple correlations based on Koopmans’ theorem shown in that figure,
it is predicted that the HOMO→ LUMO excitation will lead to either a hole
in HOMO or a hole in LUMO. The Dyson norms to those states only are
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shown in the bottom panels of Fig. A.2. Comparing the top panels of that fig-
ure, which include all Dyson norms, to the bottom panels which only include
the two Koopman correlated Dyson norms, we see that the first two paths
generally agree, but there is a larger discrepancy for the third path, especially
in the second half. This is a signature of increased mixing. The additional
features come from ionization to the D2 state, which has a mixed charac-
ter, including the configurations (HOMO-1)1(HOMO)1(LUMO)1, (HOMO-
1)1(HOMO)2 and (HOMO-1)1(LUMO)2. The first configuration can be pro-
duced by ionization from HOMO→ LUMO (initial S1 state) while the other
two can be produced by ionizing from S2. The non-local pathway distin-
guishes itself from the other two in more than one way. It has a stronger
signature of mixing, as discussed above. This is similar to dynamics in bu-
tadiene, where the non-local CI is described as having more doubly excited
character. [112] In addition, both the pathways as shown in Fig. 3.6, and the
calculated photoelectron spectra, shown in Fig. 3.7 C, are somewhat differ-
ent from the other pathways. A barrier on the S1 surface predicts that this
pathway may be less dominant in the dynamics, and the trajectory surface
calculations in our theoretical study[119] indicate that indeed it only plays a
role in about 16% of the trajectories.

A.2.2 Calculation at different level of theory

From Chap. 3, Fig. 3.3 shows some discrepancy between the calculation and
the measurement, especially the dynamics time scales. One possibility that
we explored is that the underlying electronic structure theory is not accu-
rate enough. There are many points where the electronic structure theory
can lead to slower dynamics. These include inaccurate energy gaps, slopes,
and non-adiabatic couplings. In order to assess the influence of the level of
theory on the decay dynamics, we compared our original CASSCF calcula-
tions with calculations at the XMS-CASPT2(4,4)/cc-pVDZ level to inves-
tigate if the level of theory is responsible for the discrepancy between the
measured ionization yield and the calculated excited state population (and
ionization yield). The same initial conditions (those used in the CASSCF
TSH calculations) were used to simulate the absorption spectrum (with a
Lorentzian line shape and a phenomenological broadening of 0.3 eV) and
propagate the dynamics from the bright S1 state. The XMS-CASPT2 ab-
sorption spectrum was plotted using an in-house code SArCASM, [240] whilst
the dynamics was performed using Newton-X [241]. On-the-fly energies, gra-
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Figure A.2: Calculated Dyson norm values related to different con-
ical intersections. Panels A, B, and C in the top row are as same as the
3 panels in Fig. 3.7, which are the Dyson norm values between S1 and all
the cationic states. Panels D, E, and F are the Dyson norm values only
from S1 to D0 and Dmix. In the figure, panel A and panel D, panel B and
panel E, panel C and panel F are corresponding to the same types of CIs,
respectively.

158



dients and non-adiabatic couplings were generated using the Bagel package
for XMS-CASPT2 level. [242, 243, 244]

Since both conformers showed similar dynamics and similar timescales
at the CASSCF level, TSH at the XMS-CASPT2 level was performed for
only the lowest energy conformer of cc-COD. The trajectories at the XMS-
CASPT2 level were propagated starting from the S1 state as it is the bright
state in the FC region with the active space chosen for this study. [119] The
fewest switches surface hopping (FSSH) [53] algorithm was employed to take
into account non-adiabatic coupling (NAC) between the S2, S1, and S0 states.
Decoherence corrections were taken into account using the approach of non-
linear decay of mixing by Granucci and Persico [245] with the recommended
value of the empirical parameter, α = 0.1 hartree. [246] The velocity verlet
algorithm was used to integrate Newton’s equations of motion with a time
step of 0.5 fs. The semiclassical time-dependent Schrödinger equation was
integrated using fifth-order Butcher’s algorithm with a time step of 0.005
fs. The simulations was performed for 400 fs using XSEDE’s computational
resources. [239]
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Figure A.3: Neutral state populations estimated with different levels
of theory. Calculated populations of S0, S1, and S2 with XMS-CASPT2
and CASSCF levels of theory, along with state populations from only those
CASSCF trajectories that correspond to the pulse excitation energy.
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Appendix B

Supporting information for
Chap. 4

In this appendix, I provide some information of the theoretical method on
the calculated photoelectron spectra of uracil as well as more details of the
experimental data analysis. The electronic structure and the dynamics cal-
culations were carried out by Pratip Chakraborty and Spridoula Matsika and
some of the contents in this appendix can be found in Ref. [163].

B.1 Experimental details of uracil TRPES

The experiment was using exactly the same apparatus for the measurement
of cis,cis-1,3-cyclooctadiene. The only difference is the sample delivery. It
is no trivial to deliver uracil powers into the interaction chamber due to
the low vapor pressure at room temperature. A solid sample manifold with
heating ability was added to the vacuum chamber. The manifold consists of a
sample oven and a molecular nozzle. The sample was heated up to 200 ◦C. A
continuous molecular beam of the sample vapor was diffused into the vacuum
chamber that houses the VMI spectrometer. A skimmer with a 1 mm slit
is located in front of the nozzle, limiting the vertical angle of the molecular
beam to avoid coating the sample onto the VMI plates. The intensity of
the UV and VUV beam were lower enough such that ionization events were
hardly observed from single UV or VUV beam. The instrument response
function (IRF) and the real time-zero of the TRPES measurements were
determined by performing probe-pump measurement with ethylene under

161



Figure B.1: Ethylene pump-probe signal and the fit for instrument
response function. In this figure, the measured probe-pump ethylene time-
of-flight ion (C2H

+
4 ) signal is fitted by an exponential function convolved with

a Gaussian, where the Gaussian function is treated as the IRF, and the real
time-zero is determined by the peak of the exponential function.

the same running conditions as for uracil (intensity of UV and VUV beams
and pump-probe delay setting). Fig. B.1 shows the ethylene signal and the
fit. Pay attention that the delay axis is flipped compared with the uracil
measurement and the fitting gives a Gaussian with ∼90 fs full-width-at-
half-maximum (FWHM) which is treated as the IRF. The retrieved decay
constant of ethylene (∼ 25 fs) is consistent with the value reported from
literature. [78, 79, 13]. The peak position of the exponential decay is treated
as the real time-zero and is used to correct the delay axis for the uracil
measurements.

In each individual pump-probe scan, one photoelectron VMI image was
accumulated by averaging 300 laser shots, and the pump-probe scans were
repeated 150 times. For each pump-probe scan, a separate VMI image was
recorded for delay of -1.5 ps. This is treated as a reference signal accounting
for stray electrons and signals from the pump and probe beams individually.
I estimated that about 12 electrons are detected from each laser shot. In
order to validate the statistical significance of features in the experimental
measurements, a standard bootstrapping analysis is employed to estimate the
uncertainties. For each pump-probe delay, the photoelectron kinetic energy
distribution was calculated from the averaging of 150 velocity-mapped images
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of the measurement. This data set was re-sampled 100 times, with 150 images
randomly selected each time, using the standard bootstrapping method. Each
bootstrapped photoelectron kinetic energy distribution was analyzed using
the full data analysis routine. We monitored the standard deviation (STD)
as a function of the number of bootstrapped data sets used. The STD stops
increasing after running about 60 times. We then treated this STD as the
error bar of the measurement, and the results are shown in the shading
plots in Fig. 4.6 of in Chap. 4. A similar analysis was also carried out for
estimating the statistics of the calculations, and the results were included in
the supplementary materials of the previous publication from Ref. [163].

B.2 Computational method

On the theory side, the TRPES signals were simulated using trajectories from
all three levels of theory. The trajectories from the previously reported tra-
jectory surface hopping (TSH) simulations at the CASSCF(12,9)/cc-pVDZ,
MRCIS/CAS(12,9)/cc-pVDZ and XMS-CASPT2/CAS(12,9)/cc-pVDZ lev-
els of theory were considered [163]. The CASSCF and MRCIS simulations
were performed using an interface of Columbus[247, 248, 249] and Newton-X
2.0[232, 233] packages, whilst the XMS-CASPT2 simulations were performed
using an interface of Bagel[250, 251] and Newton-X 2.2.[241]

Since we were interested in the lowest two singlet states, an active space
of 12 electrons in 9 orbitals were considered, which consists of 3 pairs of π
and π∗ orbitals, both out-of-plane lone-pairs of the N atoms, and the in-
plane lone pair of the O attached to the C adjacent to the C=C bond in
uracil. The chosen active space can correctly characterize the S1 and S2

states of uracil. An energy conservation criterion of 0.5 eV was used for all
the simulations. Since the trajectories were propagated for only the initial
conditions corresponding to our experimental pump pulse, all of them can
be considered for simulating a TRPES. Given the computation cost associ-
ated with each method, we had 70/70/50 trajectories that were propagated
for 1000/500/300 fs at the CASSCF/MRCIS/XMS-CASPT2 level of theory.
Quantum corrections to the trajectory calculations (e.g. tunneling or inter-
ference) are not expected to play an important role given the energetics and
the fact that hydrogen transfer is not involved.

Time-dependent Dyson norms were calculated for each trajectory, for
each level of theory with a time-step of 10 fs using the CASSCF level of
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theory [112, 252]. Neutral wavefunctions and energies were calculated at the
SA3-CASSCF(12,9)/cc-pVDZ level, and cationic wavefunctions and energies
were calculated at the SA5-CASSCF(11,9)/cc-pVDZ level. For calculating
the electron kinetic energies (KE), we introduced specific shifts to the KE of
photoelectrons coming from D0, D1, D2, D3 and D4, since CASSCF overesti-
mates the neutral excited state energies and underestimates the cationic state
energies near the Franck-Condon (FC) region. The CASSCF neutral excited
state energies at the FC geometry were compared to the best theoretical es-
timates at the CR-EOM-CCSD(T)/aug-cc-pVTZ level of theory [253], and
shifts of−0.04 and−1.42 eV were introduced to S1 and S2 states, respectively.
On the other hand, shifts of +1.10, +0.76, +1.02, +1.21 and +1.21 eV were
introduced to the D0, D1, D2, D3 and D4 states by comparing the CASSCF
cationic energies at the FC geometry to the EOM-IP-CCSD/6-311+G(d) val-
ues, which are extremely accurate when compared to experimental ionization
potentials (IP) [254, 255]. The total shifts were calculated by combining the
shifts coming from the neutral state and the cationic state. Hence, depending
on which state a trajectory is on at a particular time-step, different shifts
were introduced to the KE due to photoelectrons coming from ionization to
D0, D1, D2, D3 and D4. Since the active space used here does not include
the second no orbital, CASSCF cannot recover the correct D3 state at the
FC geometry, and hence we used the D4 state at the EOM-IP-CCSD level to
calculate shifts for both the D3 and D4 states. However, these states are not
accessible by the experimental probe laser. In the case of the XMS-CASPT2
trajectories, initially trajectories were on both the S1 and S2 states, as the
neutral states at the FC region are in close proximity to each other at the
XMS-CASPT2 level [163]. However, that is not the case at the CASSCF level
of theory. Since we calculated all the Dyson norms at the CASSCF level,
where the bright state switches to S2 for all the XMS-CASPT2 trajectories
starting on S1, only the subset of trajectories (17 from total 50) which were
initiated on S2 state were used for simulating the photoelectron spectrum in
the case of the XMS-CASPT2 trajectories. The calculated spectra have been
convolved with a Gaussian function with 90 fs FWHM along the delay axis
in order to account for the IRF.
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B.3 Measured and calculated TRPES in longer

times

Here I discuss some extent of the measurement and calculation in larger de-
lay dynamics. Fig. 4.6 in Chap. 4 shows the comparison of the calculation
between the measured and calculated TRPES in a small time window, focus-
ing on the short time dynamics. Fig. B.2 panels (a), (b), and (c) show the
signals for the higher KE region. There are significant discrepancies between
the calculated and measured TRPES for CASSCF, whereas signals from MR-
CIS and XMS-CAPST agree well with the measurement over full simulation
time windows. Panels (d), (e), and (f) show the signals of the lower KE
region. All three levels of theory show relatively long decay time for this
signal, although XMS-CASPT2 shows a slightly more rapid decay than the
experiment, whereas MRCIS and CASSCF show a slighly slower decay than
experiment. As mentioned in chap. 4, because of the short simulations I do
not expect them to be able to reproduce the low energy long lived signal as
accurately.

B.4 Investigation of the barrier on S2 poten-

tial energy surface

There have been many studies that investigated the potential energy surface
(PES) of uracil after photoexcitation to the bright S2 state. It has been
found that the S2 PES of uracil can be quite different depending on the level
of theory being employed. Previous results from the literature, together with
our current results are presented together in Table B.1. Negative barriers
(negative barriers are obtained when a transition state geometry that has
been optimized at a lower level of theory is used to calculate the energy
of the barrier at a higher level of theory) mean the pathway is essentially
barrierless. It can be seen from Table B.1 that the barrier on S2 ranges
from <0.02 to 0.88 eV. This has become a contentious topic since the excited
population on the S2 surface might decay faster or slower depending on the
size of the barrier. The size of the barrier on the S2 state typically decreases
substantially in going from CASSCF to higher level multi-reference and single
reference theories. The barrier changes significantly even when the state
averaging, active space, and basis set are changed at the CASSCF level. It
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Figure B.2: Uracil experimental time-dependent photoelectron yield
integrated over two different energy ranges. Compared with Fig. 3 in
the main text, this figure shows the time-dependent yields of the complete
simulated time window, in order to view the overall features between the
calculation and measurements. Panels (a), (b), and (c) show measured and
simulated (three levels of theory) yields of the time-and-energy resolved pho-
toelectron of the higher KE region from 2.0 to 4.5 eV, whereas panels (d),
(e), and (f) show the signals at the lower energy range, from 0.5 to 2.0 eV.
The three columns show the calculated yields at the CASSCF (left), MRCIS
(middle), and XMS-CASPT2 (right) levels of theory respectively. In each
panel, the vertical black lines indicate the peak locations of the lineouts from
the measurement.
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has been claimed that this barrier will be insignificant in dynamics, given
the amount of energy the system acquires during excitation [153]. However,
there has been no dynamics study on uracil using a PES at a higher level of
electronic structure theory than CASSCF, to the best of our knowledge.

Table B.1: Barrier on the S2 state of uracil at different levels of
theory. These values are taken from literature or calculated by us using
3 state averaging and cc-pVDZ basis sets for the multi-reference methods,
and 6-31G(d) basis set for the TD-DFT method. Negative barriers may be
obtained when a geometry that has been optimized at a lower level of theory
(see ref. [256]) is used to calculate the barrier at a higher level of theory.

Methods Barrier on S2/eV
SA-3-CASSCF(12,9)/6-311+G(d) ref. [256] -0.09

MRCI/CAS(12,9)/6-311+G(d) ref. [256] -0.13
EOM-CCSD/6-311+G(d) ref. [256] 0.26

SA-3-CASSCF(8,6)/6-31G(d) ref. [148] 0.88
SA-5-CASSCF(8,7)/6-31G(d) ref. [148] 0.17

SA-5-MSPT2/CAS(8,7)/6-31G(d) ref. [148] <0.02
MS-CASPT2(12,9)/DZP ref. 33 0.03

CASSCF(12,9) 0.16
XMS-CASPT2/CAS(12,9) <0.02

TD-DFT/B3LYP <0.03

As we will see later in Sec. B.5, the barrier definitely has a distinctive
effect on the S2 decay. The barrier has also been provided for the level of
theories that we have used for our dynamics simulations. It can be seen from
Table B.1 that MRCIS and XMS-CASPT2 have almost negligible barriers,
while CASSCF does not. Hence, it is expected that a population trapped
on the S2 state will slow the decay of that state for the CASSCF method,
while that will not occur for the other methods. Fig. B.3 shows all the
(linear-interpolated-internal-coordinates) LIICs that have been performed to
give a simple representation of the PES of uracil on the S2 surface from the
Franck-Condon (FC) geometry to the S2/S1 ethylenic CI.
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Figure B.3: Linear interpolation from the FC geometry to the
ethylenic conical intersection. Linear interpolation from the FC geome-
try to the ethylenic CI21 at the (a) CASSCF (b) MRCIS (c) XMS-CASPT2,
and (d) TD-DFT levels. (e) Represents LIIC to the ring-opening S2/S1 CI
at the TD-DFT level. In all the panels, the red-solid line, the blue-dashed
line and the green-dotted line represent the S0, S1 and S2 states, respectively.
The x axis is unitless with x = 0 being the FC geometry and x = 1 being the
CI21. Panels (a) and (b) used intermediate geometries S2 minimum at x =
0.33 and S2 TS at x = 0.66, while panel (d) used intermediate geometry S2

minimum at x = 0.5.
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B.5 Time-dependent state population

Figure B.4 shows the normalized population dynamics of uracil for S2, S1

and S0 states at all levels of theory. It is relatively easy to recognize that the
dynamics are quite distinctive for each level of theory, especially for the mul-
tireference levels. The S2 state population decays, completely, quite rapidly
for MRCIS and XMS-CASPT2 levels, while ∼20% population remains in the
S2 state at 1000 fs for the CASSCF level. S2 decay at the TD-DFT level
is also quite fast, but not as rapid as the decays at the MRCIS and XMS-
CASPT2 levels. It is known that in uracil, as S2 decays, the population
on the S1 surface either relaxes via the ππ∗/closed shell pathway rapidly to
reach the S1/S0 CI directly, or gets trapped in the dark nπ∗ state and relaxes
to the ground state via the nπ∗/closed shell pathway. A signature of this
can be observed very clearly for the MRCIS and XMS-CASPT2 dynamics.
In MRCIS dynamics, the population on the S1 and S0 state both start to
increase rapidly with S2 decay, S1 more than S0. That rapid gain of popula-
tion ceases somewhere between 100–150 fs, evidenced by the sudden change
of the slope of the population on both surfaces, and henceforth, the S0 state
gains population very slowly from the S1 state. A very similar situation is
visible for XMS-CASPT2 dynamics too. Only in this case, the population
is on both S1 and S2 states, initially. Hence, the S1 state gains population
rapidly from S2 and then starts losing population to S0 rapidly till ∼150 fs.
After 150 fs, the population exchange between S1 and S0 becomes very slow.
For both of these methods, the relaxation is dominated by the ππ∗/closed
shell pathway for the first ∼150 fs, and then the population gets trapped on
the dark S1 state. The MRCIS and XMS-CASPT2 dynamics show no trap-
ping at all on the S2 surface, as is expected from the barrier height on S2.
However, in the case of CASSCF dynamics, the increase in the S0 population
is very gradual, as is the decay in S2, for the whole simulation window. This
is probably due to trapping of a significant portion of the population on the
S2 state, since there is a substantial barrier on S2 at the CASSCF level on
the way to the ethylenic conical intersection S2/S1 (CI21), compared to the
higher level multireference methods. As a consequence, the S2 decay becomes
much slower at the CASSCF level. At the TD-DFT level, population decay
looks very similar to the MRCIS population decay, i.e., it shows very little
to no evidence of S2 trapping. However, it is somewhat slower than MRCIS,
but much faster than CASSCF. Also, the decay of the S1 state after about
300 fs is much faster in the case of TD-DFT than MRCIS. Nonetheless, the
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Figure B.4: Normalized population dynamics for the lowest three
singlet states (S2, S1 and S0) of uracil. Normalized population dynamics
for the lowest three singlet states (S2, S1 and S0) of uracil at the (a) CASSCF,
(b) MRCIS, (c) XMS-CASPT2, and (d) TD-DFT level.

TD-DFT dynamics pathway has been found to be completely different to the
multireference levels, since all the trajectories that are considered to be on
the ground state, are there due to ring-opening via N3–C4 bond cleavage.
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Appendix C

Supporting information for
Chap. 5

In this appendix, I provide some details that are not covered in Chapter 3
regarding the work of combined spectroscopic and structural probes on ex-
cited state dynamics of CH2I2 and CH2IBr. All the contents in this appendix
are published in Ref. [257, 24, 258].

C.1 Details of CH2I2 and CH2IBr time-resolved

photoelectron spectroscopy

C.1.1 Trajectory surface hopping calculation and sim-
ulated TRPES of CH2I2 and CH2IBr

In order to interpret the experimental results and gain insights into the en-
ergetic and structural evolution of the molecules following photoexcitation,
we carried out trajectory surface hopping (TSH) [53] calculations of the ex-
cited state molecular dynamics. We used the results of these calculations to
produce the same observables as obtained in the TRPES measurements in
this section. The TSH calculations in this chapter were carried out by our
theory collaborators, Philipp Marquetand and Tamás Rozgonyi.

The SHARC (Surface Hopping including ARbitrary Couplings) program [193,
194] was used for the TSH calculations, interfaced with Molcas 8.0 [195]. The
electronic structure calculations for both molecular systems were performed
with MS-CASPT2(12,8)/ano-rcc-vdzp (multi-state complete active space per-

171



turbation theory second order) based on CASSCF(12,8) (complete active
space self-consistent field with 12 electrons in 8 orbitals). The state-averaging
included 5 singlet/4 triplet states for CH2I2 and 3 singlet/4 triplet states
for CH2IBr. Further, we employed an IPEA shift of zero [259], an imagi-
nary shift of 0.3 Hartree [260], the second-order Douglas-Kroll-Hess (DKH)
Hamiltonian [261], and spin-orbit couplings (SOCs) from RASSI [262] and
AMFI [263] formalisms. Gradients were evaluated numerically with a dis-
placement of 0.005 a.u.. The dynamics was carried out using the velocity-
Verlet algorithm with a time step of 0.5 fs for the nuclear dynamics and a
time step of 0.02 fs for the propagation of the electronic wavefunction, using
the local diabatization formalism [264]. Energy was conserved during a hop
by scaling of the complete velocity vectors (not along the non-adiabatic cou-
pling vectors, since the latter were not available). Wavefunction overlaps [265]
were employed to compute the transition probabilities between states of the
same multiplicity. An energy-based decoherence correction with a parame-
ter of 0.1 Hartree was used [266]. The initial geometries and velocities for
the trajectories were sampled from a Wigner distribution of the harmonic
ground state potential. In this way, 10000 geometries were produced for each
molecule, and a single-point calculation at the MS-CASPT2(12,8) level of
theory was performed at each of these to obtain the state energies and os-
cillator strengths. The initial excited states were selected stochastically [267]
restricting the excitation energy window to energies around our pump pulse
(between 4.62 eV and 4.67 eV).

In order to compare with the measured TRPES signal, the energy resolved
ionization probability along the trajectories was obtained in an approximate
manner from Dyson norm calculations [123] using WFOverlap code [265]
in a post-processing step. The necessary wavefunctions for the neutral and
ionized molecule were obtained at steps of 2.5 fs along the pre-computed tra-
jectories from MS-CASPT2(12,8)/ano-rcc-vdzp or MS-CASPT2(11,8)/ano-
rcc-vdzp calculations including altogether 5 singlets, 9 doublets, 4 triplets
and 4 quartets as well as all possible SOCs for CH2I2 and 3 singlets, 4 dou-
blets and 4 triplets as well as all SOCs for CH2BrI. A single time step of
the neutral molecule’s dynamics took about 1h on a single core (Intel Xeon
E5-2650 v3). The ionization simulation was carried out as post-processing
for every fifth time step, requiring approx. 5 min per point. Since initial
wavefunctions were taken from the previous time step, intermittent points
were recalculated with CASSCF requiring approximately 2 min, respectively.

As a test of the accuracy of the calculated TRPES, particularly given
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Figure C.1: Comparison between measured and calculated static
photoelectron spectra. (A) Calculated ground state photoelectron spec-
trum including spin-orbit coupling. (B) Calculated ground state photoelec-
tron spectrum without spin-orbit coupling. (C) Replotted version of the
measured photoelectron spectra from reference [268].
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the important role that spin-orbit coupling plays, we calculated the ground
state photoelectron spectrum both with and without spin-orbit coupling,
and compare the calculated results with the measured spectrum [268] in
Fig. C.1. The calculation results are shifted by about 0.3 eV before plotting
in order to compensate for the roughly 3% error in the ionization potential. As
one can see, aside from a small shift in the overall energy, the calculation with
spin-orbit coupling agrees with the measurements quite well (correct number
of peaks, appropriate spacing and relative heights), while the calculation
without spin-orbit coupling does not even produce the correct number of
peaks or spacing between peaks. Our results are consistent with an extensive
body of prior work which makes use of the Dyson method for calculating
photoelectron spectra [97, 269, 270, 271]. The Dyson approach has also been
used to calculate photoelectron spectra away from the Franck-Condon point
in several earlier time-resolved photoelectron spectroscopy studies [13, 123,
272, 98, 273, 274].

C.1.2 UV pump central wavelength and intensity de-
pendence in CH2I2 TRPES measurements

Before we step into the detailed interpretation of the measured diffraction
signals, we investigate the sensitivity of the measurements to the details
of the pump pulse. This step is essential since the pump UV parameters
from the UED facility is slightly different from those in the TRPES and
TRPIS measurements discribed in Sec. 5.2 and 5.9, mainly from the aspects
of spectrum and intensity. In order to assess the sensitivity of the TRPES
measurements to the pump pulse central frequency, bandwidth and intensity,
we performed a number of experiments where these parameters were varied.
Particularly, we tuned the UV parameter from the setup in Stony Brook
University (SBU) to be the same as that in SLAC UED beamline facility
and performed another TRPES measurement. The UV spectra from different
locations as well as the CH2I2 absorption spectrum can be found in Fig. C.2.

A representative measurement from those performed at Stony Brook Uni-
versity is shown together with a measurement performed at the National Re-
search Council (NRC) of Canada in Fig. C.3. Panels A and B showcase the
measured TRPES signal from the setups from NRC and SBU, respectively.
We found that the main features in the measurement were not sensitive to
these variations within the range of parameters we considered (central wave-
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Figure C.2: CH2I2 absorption spectrum together with the spec-
tra for the pump pulses in the two experiments at NRC and
Stony Brook. The UV spectrum in the TRPES measurement is centered
at 265.6 nm, while the UV spectrum of UED measurement is centered at
265.3 nm. As the TRPES measurements were repeated with two different
apparatuses, the spectrum for each of these pump pulses is shown separately.

length between 266 nm and 262 nm, bandwidth between 1.5 nm and 2.0
nm and intensity between 0.3 TW/cm2 and 1.5 TW/cm2 ). The two mea-
surements yielded slightly different time-dependence of the energy integrated
yield as shown in panel c, which is due to the slighly different time resolution
from the two setups.

C.1.3 VUV driven dynamics at short positive time de-
lays

As our interpretation of the measurements relies heavily on the low energy
tail observed in the CH2I2 TRPES, we provide additional evidence for the
significance of this feature in our measurements. The first is simply a slightly
different view of the TRPES, where we allow the color axis to saturate. This
is shown in Fig. C.4. The presence of electrons between 0 and 0.5 eV for
positive delays beyond 40 fs is clearer here than in Fig. 5.3 in Chap. 5. Again,
in Chap. 5, I showcased a standard bootstrapping analysis was carried out in
order to verify the significance of the lower kinetic energy electron beyond 40
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Figure C.3: Comparison of TRPES measurements carried out at
two different locations with different pump pulse parameters. (A)
RPES measurements carried out at the National Research Council in Canada
(NRC) with a pump pulse intensity of 0.5 TW/cm2 and a bandwidth of 2
nm FWHM. (B) TRPES measurements carried in Stony Brook University
(SBU) with a pump pulse intensity of 1.0 TW/cm2 and a bandwidth of 1.5
nm FWHM. (C) Yield of low energy electrons for the two measurements. In
panels A and B, both spectra are multiplied by a factor of 4 after 40 fs as
in Fig. 5.3.
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fs, which is due to the wave packet evolved in the bound state before internal
conversion to the lower lying dissociative states.

Figure C.4: TRPES for CH2I2 with saturated colormap in order to highlight
low energy electrons for positive time delays.

In order to further evaluate the contribution of the VUV driven dynamics
to the TRPES near zero time delay, we consider the evolution of the TRPES
as a function of delay near time-zero. Figure C.5 shows the photoelectron
spectrum for a few time delays near zero. The spectra for small negative and
positive delays (e.g. -26 fs and +23 fs) show some similarities and differences,
consistent with static calculations of the photoelectron spectrum that we
carried out for VUV+UV and UV+VUV. They all show a broad distribution
of photoelectrons between 0 and 3 eV, with a relatively sharp cutoff around
3eV, as one would expected based on the difference between the sum of the
UV and VUV photon energies (∼ 12.5 eV) and the ground state ionization
potential (∼ 9.5 eV). The broad distribution from 0-3 eV is a result of ionizing
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to a mixture of low lying ionic states, and conversion of potential energy to
vibrational kinetic energy on the excited state.

Figure C.5: Photoelectron spectra for several different delays near zero time
delay.

While there are clearly differences in the spectra for positive and negative
delays, the similarities provide some rationale for the agreement of the cal-
culations including only UV driven dynamics with the measurements which
include both UV and VUV driven dynamics near time-zero. The similarities
in the photoelectron spectra for VUV+UV vs UV+VUV can be understood
in terms of the fact that at our photon energies, the VUV absorption spec-
trum is dominated by Rydberg states that are correlated with the same four
lowest states of the cation that contribute to the spectrum produced in our
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calculations which include UV excitation (see figure 3 in reference [191]). The
differences in the spectrum for positive and negative delays can be attributed
to some dynamics on the excited neutral states as well as different weightings
of the ionic states involved for UV vs VUV pumping.

Figure C.6: The two panels show the photoelectron spectrum as calculated
for a δ function pulse. The left panel shows ionization from state 16, i.e.
the most highly populated state after UV excitation (4.65 eV), to different
ionic channels (blue to pink peaks correspond to D0,D1,. . . , while their sum
is plotted as black line). The right panel shows ionization from state 40, i.e.,
excitation with the VUV-photon energy of 7.75 eV. Note that less structure
than in the experimental spectra is visible due to the limited number of
geometries (here 99) and the artificial Gaussian broadening of 0.3 eV.

In addition to examining the TRPES for both sides of time-zero, we calcu-
lated the photoelectron spectrum due to VUV pump, UV probe.The spectra
were calculated with MS-CASPT2(12,10) for 14 singlets and 12 triplets and
MS-CASPT2(11,10) for 9 doublets and 4 quartets with MOLCAS 8.0. We
used an ano-rcc-vdzp basis set augmented with diffuse functions for Rydberg
orbitals according to the scheme proposed by Kaufmann et al. [275] The sin-
gle point calculations including Dyson norm computations for the 84 states
were carried out for 99 geometries from the afore-mentioned Wigner distribu-
tion. For the UV+VUV spectrum, we considered the Dyson norms between
the neutral state 16 (which is the most populated state in the UV excita-
tion with 4.65 eV) and all possible ionic states. The VUV+UV spectrum
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stems from the Dyson norms between the neutral state 40 (most populated
in VUV excitation with 7.7 eV) and all possible ionic states. The resulting
stick spectra were convoluted with Gaussians (FWHM 0.3 eV), respectively.
The results of these calculations are shown in the figure C.6. They show
that the photoelectron spectra for VUV+UV and UV+VUV both populate
a combination of the four lowest ionic states (D0, D1, D2, D3). Ionization to
states higher than D3 (leading to the peak near zero energy) is likely due to a
slight redshift in the calculations. Features between 0.5 and 2 eV are absent
in the static calculated spectra but are present in figure 2 of the manuscript
as a result of dynamics and temporal broadening (mimicking the finite dura-
tion of the laser pulses). These calculations indicate that the VUV+UV and
the UV+VUV pathways produce similar features in the TRPES.

180



C.2 Details of CH2I2 ultrafast electron diffrac-

tion measurements

C.2.1 Azimuthally averaged diffraction pattern analy-
sis

In Chap. 2, I have discussed a 2D based diffraction pattern analysis, by
applying a 2D Fourier transform followed by an Abel inverse transform. Here
I discussed the details of some diffraction pre-analysis and the conventional
1D based Azimuthally averaged diffraction pattern analysis. There are often
several procedures in the per-analysis of the raw diffraction patterns discussed
below:

• Background removal. Background diffraction images are usually col-
lected before measuring the signal with sample, and they are subtracted
from the diffraction pattern with molecules. This background usually
accounts for the electrons from the gun or photons from the laser that
are not related to the pump-probe measurement, such as some electrons
induced by the dark current (electrons not driven from the UV pulse in
the gun cathode), and the pump UV beam that is not full blocked to
the detector, etc. Fig. C.7 top left panel shows the electron diffraction
signal of a single image (20 s, ∼ 3600 shots, CH2I2 molecule), and top
right panel reflects a typical background signal in the detector which
are mostly distributed closed to the hole region. The background signal
is fairly stable during the data acquisition.

• Hot pixel removal and median filter. As reflected in Fig. C.7 top left
panel, one is able to identify some spikes or stripes with high val-
ues that are distributed around the diffraction pattern, so called “hot
pixel”. These hot pixel signals are mostly due to the possible X-ray
that induced from the high energy electrons leaking into the surface
of the apparatus before the detector. A proper hit removal algorithm
can be employed and any pixel that is obviously saturated or brighter
(>several times higher than the mean value) than other pixels in the
peripheral region is removed. Due to the fact that the diffraction sig-
nal are mostly concentric circles/rings that slowly vary along the S
space, the diffraction pattern is locally smoothed with a window of
n×n (n<10) pixel, in which some sharp features can be removed, but
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still keeping the signal related to the molecular structure. In addition,
this smoothed images is good for the diffraction center finding algo-
rithm. Fig. C.7 bottom left panel shows the signal after background
and hot pixel removal, followed by a median filter with a 10×10 pixel
size window.

Figure C.7: Diffraction pattern pre-analysis: raw data “clean-
up”. This figure gives an example of the single-image based “clean-up” step.
Top left panel is a raw diffraction image from the CH2I2 measurement. The
top right panel reflects an image for the background signal unrelated to the
main electron beam, which often come from the residual pump UV and elec-
trons generated from dark current in the gun. Bottom right panel displayed
a processed raw image after the background and hot pixel removal as well
as a locally smoothing. Finally the bottom right panel showcases the image
with a mask applied, such that the signal at the edge of the detector hole
can be cleaned, as well the diffraction center finding method, indicated by
the concentric circles. All the panels are plotted using logarithm color scale
in order to highlight a number of features in the analysis.

• Detector hole mask. As discussed in the former section, the phosphor
screen is drilled with a hole on the center, allowing the main electron
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beam traveling thought to avoid saturation and potential damaging.
The main electron beam is often set at the very edge of the hole in
order to partially reach the signal in small S range. Whereas, the
signal around the edge of the hole usually include some artifacts which
are possibly induced by the main beam peeking onto the detector. A
commonly used method is to manually apply a mask, covering the hole
region, which is in Fig. C.7 bottom right panel.

• Diffraction center finding. One essential procedure is to carefully locate
the diffraction center which is the key to correctly implementing the
azimuthal integration of the two-dimensional (2D) diffraction pattern
into one-dimensional (1D) lineout. Due to the possible changing of the
experimental environment conditions, such as temperature, the elec-
tron beam may systematically drift from its original position, inducing
the diffraction pattern drifting. Usually this drifting is slower than the
data acquisition period (10 to 20 s) of a signal image. Another type
of drifting is due to the pump UV beam, which causes ionization/-
plasma effect such that the main electron beam will be deflected by the
charges. Both types of drifting can be corrected using a single image-
based center finding protocol. Fig. C.7 bottom right panel shows the
diffraction pattern center finding algorithm. Often, it is started from
an initial guess according to the main electron beam position. Several
concentric circles with different radii are fitted according to diffraction
signal intensity inside a smaller range (around the chosen radii) of one
or several tens of pixels, (∼0.2 Å−1), and the centers of these circles are
then retrieved and averaged. The fitted center can be used to corrected
the drifting of the diffraction pattern among the images.

After the single image based “clean up”, the images of the diffraction pat-
terns for the same pump-probe delay are averaged. If one is not interested
the angular distribution, the 2D diffraction patterns then are azimuthally in-
tegrated at each s (radii) in order to obtain the 1D diffraction lineout signal,
which is widely used in electron diffraction measurement. Fig. 2.18 shows
an averaged diffraction pattern at far negative time delay (<-10 ps) with the
molecules populated in ground state. A ”static” diffraction pattern analy-
sis can be employed with the aid of the simulation in order to evaluate the
experimental data quality. As discussed in Sec. 2.3.1, the atomic scattering
is a monotonically decreasing curve as a function of s, and the total diffrac-
tion signal is an incoherent sum of the atomic and molecular scattering. In
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the experiment, except the molecular scattering portion, one may assume
the atomic scattering signal as well as other contributions (“incoherent back-
ground”), such as the inelastic scattering, with an exponential function as
below:

I(s) = Aeα+βs
γ

+ C, (C.1)

As shown in Fig. 2.16, one piece of useful information is the so called diffrac-
tion zeros from the simulated sM(s) of the ground state geometry, which
are often easy to acquire. These points are fixed at known S values regard-
less of the absolute diffraction signals. With an initially guessed “incoherent
background” profile, the sM(s) curve then can be obtained by Equ. 2.20.
Therefor, the coefficients of the polynomials aforementioned can be opti-
mized from fitting the sM(s) according to these zeros, such that the “inco-
herent background” can be removed from the total diffraction signal, only
leaving the molecular coherent component. One of the precondition of an
accurate “static” pattern analysis is the good s calibration of the measured
diffraction pattern. This step can be accomplished by using a thin film of
single/poly crystal sample, in which one can use the well-known orders of
Bragg peaks/rings to calibrate from pixels to S.

Fig. C.8 panel (a) shows the experimental measured total signal (azimu-
tally averaged of the diffraction pattern in Fig. 2.18 and the fitted “incoherent
background” signal. As one can see, the background is fit with a smooth ex-
ponential function and the measured signal has very small modulations. By
subtracting the fit background from the measurement signal, the sM(s) and
PDF(r) obtained from a Fourier transform are calculated and shown in panel
(b). The measured and simulated sM(s) match well up to 10 Å−1, indicating
the diffraction patterns own high quantity. Except some artifacts induced
by the signal missing in the center, the PDFs agree well between the mea-
surement and simulation. However, the positive delay signal which consists
unknown structural changes is not applicable with the “static” diffraction
pattern analysis. It is more useful to obtain the diffraction difference signal
by subtracting the pattern at far negative pump-probe delays.

C.2.2 Separation of one and two photon absorption
driven dynamics

Here I provide details on how we separated one and two photon contributions
to the UED measurements. In all the experiments of TRPES or TRPIS,
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Figure C.8: UED experimental “static” diffraction pattern analy-
sis. Panel (a) shows the measured diffraction signal and the fitted background
signal. Panel (b) and (c) then reflect the simulated and measured sM and
PDF signal, respectively.

we worked at the lowest pump pulse fluence where we could measure the
dynamics with sufficient signal to noise to extract meaningful information
from the measurements. The energy of the measured photoelectrons and
photoions in the TRPES and TRPIS measurements were consistent with the
absorption of only one pump and one probe photon, assuming ionization to
low lying states of the molecular cation. While one could in principle produce
similar energy photoelectrons from the TRPES measurement by absorbing
two pump photons and ionizing to higher lying states of the molecular cation,
this is less likely and was ruled out by performing several measurements with
different pump pulse fluence.

The situation is more complicated for the UED measurements. UED has
relatively low sensitivity compared to most spectroscopic techniques. Lower
pumping fluence leads to low signal to noise ratio (SNR) of the signal, low
scattering range in momentum transfer space, inability to transform to real-
space, etc. These aspects can be significantly improved with higher pump
fluence. However, higher pump fluence can lead to multiphoton absorption. In
our case, it is more difficult to detect excited state dynamics without pumping
hard enough to induce some two photon absorption.
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Figure C.9: UV Pump pulse intensity dependence. The ratio of the
diffraction pattern difference, ∆I/I, between 1.1 and 2.8 Å−1 is plotted as a
function of UV pump pulse intensity. The delay was chosen between 250 and
300 fs. All data shown in the main text were taken at an intensity around
1 TW/cm2.

In order to check that the measurements were not dominated by multi-
photon absorption from the pump pulse, we performed measurements of the
diffraction signal as a function of the pump pulse intensity. Fig. C.9 shows
the strongest feature in the momentum space diffraction pattern, i.e., the
difference signal between 1.1 and 2.8 Å−1, as a function of pump pulse in-
tensity. The measurements described in the main text were performed for a
pump pulse intensity of about 1 TW/cm2, which corresponds to the linear
portion of the graph shown in Fig. C.9. In order to further evaluate the rela-
tive contributions of multi-photon vs one-photon absorption to the measured
dynamics, we performed two additional analyses.

The first approach is that I compared the modulations in the signal at
2.85 Å with the depletion at 3.60 Å in order to evaluate the two-photon driven
dynamics. The simulations of the two-photon driven dynamics indicate that
the wave packet is compact and oscillates, leading to a minimum I-I distance
of 2.85 Å, and the simulations of the one-photon driven dynamics do not
make any contribution to the ∆PDF at 2.85 Å. Given that both dynamics
lead to a decrease in the PDF at a pair distance of 3.60 Å, while only the two-
photon driven dynamics contribute to the modulations at 2.85 Å, we made
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use the of ratio of the ∆PDF at these two distances to estimate the fraction
of molecules absorbing two pump photons vs those absorbing one. According
to Fig. 5.15 panels B and C n Chap. 5, the oscillation amplitude at 2.85 Å is
about 12 % of the total depletion of ∆PDF at 3.60 Å a few hundred fs after
the pump pulse. This indicates that the two photon absorption contribution
to the dynamics is about an order of magnitude lower than the one photon
absorption contribution, consistent with the linear response to the pump
pulse shown in Fig. C.9 .

A second approach makes use of the angular dependence of the mea-
sured diffraction signal [100, 208]. I fit the angle dependent three dimensional
∆PDF to a series of Legendre polynomials in order to obtain the coefficients
for each even order (the “so called” β parameters). One photon absorption
should only contribute to 2nd and 0th order Legendre polynomials (β0 and β2),
while two photon absorption contributes to 4th, 2nd, and 0th order Legendre
polynomials (β4, β2 and β0). In general, an M-photon process will contribute
to all the even orders from β0 up to β2M , and thus determining βM places
a limit on the contribution of M-photon absorption. Such a β parameter
analysis is attractive because one can have a model independent check of
the data to determine quantitatively how much 1, 2 and 3 photon processes
contribute to the signal. Applying this analysis to our simulations confirmed
that two photon absorption driven Rydberg dynamics contribute to β0, β2
and β4, while one photon absorption driven valence dynamics contributed to
only β0 and β2.

As with the simulations, we applied the β parameter analysis to the mea-
sured ∆PDF up to 6th order. While the time and R dependent β0 and β2
parameters match the overall features with those from the simulated results
of one photon dynamics, β4 and β6 are large and fluctuate. This could be
due to higher order (M>1) photon absorption driven dynamics, or it could be
due to the noise in the data [276], as simulated data that we analyzed led to
large β4 and β6 parameters in the fitting if we introduced noise into the simu-
lated data set. In order to determine whether the large β4 and β6 parameters
were due to noise or multiphoton absorption, we compared the β4 and β6
parameters for positive and negative delays. For negative delays, the β4 and
β6 values should be noise driven, whereas for positive delays, they could con-
tain contributions from multiphoton absorption driven dynamics. Thus, the
ratio of their values for positive and negative delays provides some measure
of whether multiphoton absorption plays a role in the measured dynamics. A
ratio greater than one indicates that there are pump pulse induced dynamics
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Figure C.10: β parameter analysis of measured ∆PDF. Ratio of inte-
grated β parameter values for positive and negative time delays are plotted
in the figure with β order of 0, 2, 4, and 6. Each β parameter is obtained by
integration between 3.2 Å and 4.0 Å. A red dotted line indicates a ratio of 1.
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which lead to a given β parameter order, whereas a low ratio (≤ 1) means
that the β parameter is largely noise driven.

We focus our analysis on the R region of the ∆PDF associated with I-
I depletion, since all orders of multiphoton absorption should contribute if
there are any dynamics that involve motion of the I atoms. Fig. C.10 shows
the positive/negative delay ratio for the β parameters as a function of order.
Both β0 and β2 show values of ratio much larger than 1, while the ratios for β4
and β6 show very low values. This analysis confirms that our measurements
are dominated by one photon absorption driven dynamics.

C.3 Details of CH2I2 and CH2IBr momentum-

resolved photoion spectroscopy

C.3.1 Data analysis details of the experimental mea-
surement

In many molecules, the absorption cross section in the VUV can be stronger
than in the VUV, complicating the measurements near zero time delay. As
both the pump and probe pulses have finite pulse durations, there can be
overlapping contributions from dynamics driven by the pump pulse (pump-
probe) and dynamics driven by the probe pulse (probe-pump) when the two
pulses overlap. As seen from our early TRPES measurements with the same
pump and probe photons wavelengths [22], the VUV driven signal dominates
over the UV driven signal for both CH2I2 and CH2IBr. This issue needs to
also be addressed for the photoion measurements. Fig. C.11 panels (a) and
(b) plot the measured photoion spectra for fragments, CH2I

+ and CH2Br+,
respectively. Note that the maximum ion yields occur for slightly negative
delay times, consistent with the fact that the VUV absorption cross section
is larger than the UV absorption cross section. In order to isolate the UV
induced dynamics, it is useful to decompose the signal into UV and VUV
driven dynamics by performing a global 2D fit.

We applied a two-dimensional bilateral global least-squares fit to the mea-
sured photoion spectra [52, 277], in order to extract the UV driven contri-
bution from the measured signal. Here, we briefly describe the process. We
define Y (t; εk) to be the differential photoion yield as a function of pump-
probe (or probe-pump) delay and ion kinetic energy for the UV (or VUV)
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Figure C.11: Time-resolved CH2I2 and CH2IBr photoion spectra and
global fitting analysis. Panels (a) and (b) show the measured photoion
spectra as a function pump-probe delay and translational kinetic energy
(TKE) of CH2I

+ and CH2Br+, respectively. A 2D global fitting analysis was
applied in order to decompose the measurements into UV and VUV driven
components. Panels (c) and (d) show measured and fitted energy integrated
yields for CH2I

+ and CH2Br+, respectively.

driven dynamics. In general, Y (t; εk) is globally fitted to

Y (t; εk) = G(t)⊗
∑
i

Si(εk)e
−t/τi , (C.2)

where the Si(εk) are the time independent decay related spectra and G(t) rep-
resents the Gaussian cross correlation function associated with the IRF. The
energy-resolved amplitudes of the fitting components have decay constants
τi, assuming that the population of the excited states follows an exponential
decay. If the underlying dynamics involve photoinoization from more than
one excited state (e.g., i = 1,2...) one can establish kinetic models in the
global fitting where more than one decay constant could be extracted from
the fitting. The total ion yield is then convolved with G(t), the Gaussian
cross-correlation function that represents the instrument response function
(IRF) for the apparatus. In the case of CH2I2 and CH2IBr, we fit the mea-
sured signal towards both positive and negative delays, corresponding to the
UV and VUV driven dynamics respectively. As in our previous work on
CH2I2 using TRPES [22], we fit the data with a single exponential function
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for each side of zero delay. Both the exponential functions start from the
time-zero, but decay in opposite directions. The sum of the two functions
is then convolved with the IRF. Thus equation C.2 can be simplified and
rewritten as,

Y (t; εk) = G(t)⊗ (S(εvuvk )et/τvuv |t<0 + S(εuvk )e−t/τuv |t>0), (C.3)

Since the bilateral fitting is very sensitive to both the time-zero position and
the IRF, we made use of pump-probe measurements with ethylene (for which
the decay dynamics are very rapid) in order to locate the time zero and de-
termine the IRF of the experiment. The ethylene pump-probe measurements
were conducted with the same running conditions as for CH2I2 and CH2IBr.

The fit returns the amplitudes of the time-independent spectra as well
as the decay constants of both UV and VUV driven signal, which allows us
to reconstruct the fitted 2D spectra for both UV or VUV driven dynam-
ics. Figure 5.19 panels (a) and (b) in the main text show the time resolved
UV driven spectra for CH2I

+ and CH2Br+ with the VUV driven dynamics
subtracted using the fitting approach described above.

C.3.2 Details of the theoretical calculation

In this section, I provide the calculated absorption spectra, the dissociation
energies, a detailed analysis of two exemplary trajectories for each molecule,
and an analysis of the effect of the cationic dynamics on the measured TKE.

Figure C.12 shows the comparison between the calculated absorption
spectra from this work and the measured spectra in the literature [278, 279].
One can see that the calculations capture the main features of the absorption
spectrum below 5.5 eV relevant to the experiments. There is some disagree-
ment between the measured and calculated spectra in terms of the relative
peak heights for CH2I2, but the number of peaks and their locations are in
good agreement for both molecules. The agreement for CH2I2 can be im-
proved, when including more states in the calculation (see gray line in panel
(a) of Fig. C.12) but the important states in this study – states 1-12 (dark red
and dark blue channels in Fig. 5.11) – remain unaffected by such a change.

In addition to calculating the absorption spectra, we estimated the disso-
ciation limit for different dissociative channels (CH2X+I, CH2X+I∗, CH2X

∗+I,
where X represents I or Br) for both CH2I2 and CH2IBr, as shown in Tab. C.1.
The energies were computed at the same MS-CASPT2 level of theory as
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Figure C.12: Calculated and measured absorption spectra for CH2I2
and CH2IBr. Panels (a) and (b) compare the calculated (left y-axis) and
measured (right y-axis) absorption spectra in deep UV region for CH2I2 and
CH2IBr, respectively. The red lines indicate the calculated spectra using
the same number of states used for the trajectory calculations, while the
blue lines show the measured absorption cross-section with absolute values
reproduced from Ref [278, 279]. For CH2I2, the gray line showcases the
calculated spectra when more states (10 singlet, 9 triplet states, instead of
5 singlet, 4 triplet states for the red line) are included. All spectra are
normalized to the peak at ∼ 4 eV.
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Table C.1: Dissociation energies for different channels of CH2IBr
and CH2I2. FC indicates the Franck-Condon geometry

Dissoc. Channel Dissoc. Energy
CH2BrI → CH2Br + I 2.091 eV
CH2BrI → CH2Br + I* 2.957 eV
CH2BrI → CH2Br* + I 6.446 eV

CH2I2 → CH2I + I 2.141 eV
CH2I2 → CH2I + I* 3.004 eV
CH2I2 → CH2I* + I 5.675 eV

CH2BrI+ (FC) → CH2Br+ + I 0.964 eV
CH2I

+
2 (FC) → CH2I

+ + I 1.100 eV

used for the dynamics simulations (see section III). The geometries of the
parent and fragments were determined by density functional theory at the
B3LYP/aug-cc-pVTZ-PP level of theory. Zero-point energies are neglected.
For the CH2X

∗ + I channels, the geometries of the ground state CH2X species
were used, and thus the dissociation energies for these channels are somewhat
overestimated. They are, however, so much higher than the available energy
after photoexcitation that dissociation into these channels can be excluded.

Figure C.13 shows the total energy, translational kinetic energy (TKE),
potential energy and state index as a function of time for two exemplary
trajectories from each molecule. Panel (a) plots the time-dependent total
energy (kinetic, T + potential, V) and potential energy (denoted V), whereas
panel (c) underneath shows the state indices and TKE for CH2I2. Panels (b)
and (d) show the same for CH2IBr. As the legends show, one trajectory
ends up in the spin-orbit coupling ground state channel (CH2X + I, states
2-8) and another trajectory ends up in the excited state channel (CH2X +
I∗, states 9-12). While the two trajectories for CH2I2 end up on states with
different potential energy, they lead to very similar TKE because of hopping
between potentials as the molecule dissociates, redistributing kinetic energy
also to rotation and vibrations of the molecular fragment. This is in contrast
with CH2IBr, for which the TKE for the two trajectories is quite different
because the trajectories do not hop between groups of states that lead to
different potential energy after about 20 fs.

For both CH2I2 and CH2IBr, the lower-lying cationic states are bound
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Figure C.13: Surface hopping trajectories for CH2I2 and CH2IBr. En-
ergies and state indices for two representative trajectories of CH2I2 and
CH2IBr. Panel (a) plots the time-dependent total energy and potential en-
ergy (V in the legend), whereas panel (c) underneath shares the same x-axis
with panel (a), showing the state indices and TKEs. Panels (a) and (c) show-
case the trajectories for CH2I2, whereas panels (b) and (d) are for CH2IBr.
In the legend, T represents kinetic energy, and V represents potential energy.
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Figure C.14: Kinetic energy of CH2I
+ and CH2Br+ with and without

compensation for dynamics in the cation. Panel (a) blue colored lines
(using left hand y-axis) showcase the averaged potential energies of cationic
bound state of CH2I2 and CH2IBr shown in Fig. 3 panels (c) and (d), respec-
tively. By the right hand y-axis, the red colored lines show the well depth
of the cationic state potential which is the energy difference from the FC
region to where the potential becoming flat. Panel (b) depicts the the dis-
sociating C-I bond length as function of time for a trajectory of CH2I2 and
CH2IBr. Panels (c) and (d) show a comparison of the TKE for CH2I2 and
CH2IBr with and without accounting for the cationic potential.

states. A natural question is how these bound-state potential wells affect
the kinetic energy release upon the ionization. Fig. C.14 panel (a) shows
the cationic state potential when averaged over the lower states that can be
accessed by the pump and probe pulse energies as well as the well depth for
both CH2I2 and CH2IBr. One can see that the depth is on the order of 2 eV,
which can have a significant effect on the kinetic energy after ionization (if
ionization happens at a location within the well).

In order to evaluate this effect, we examine the (dissociative) C-I dis-
tance as function of time from the trajectories, as shown in panel (b). With
this information, we are able to calculate the net kinetic energy, including
the energy gained on the neutral states and lost in the cationic states as a
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function a C-I distance or time. Panels (c) and (d) show a comparison of
the translational kinetic energy (TKE) for CH2I and CH2Br with or without
consideration of dynamics in the cation, respectively. It is clear that in the
first 50 fs, the cationic bound states do have a significant effect on the final
kinetic energy: The TKE changes quite a bit when one includes the cationic
dynamics. However, after about 50 fs, the wave packet on the neutral states
reaches a point where the cationic potential is almost flat and the molecule
barely loses energy on the cationic state after ionization. Thus, the TKE is
roughly the same as if one only considers the neutral state dynamics, i.e., the
molecule does not lose a significant amount of kinetic energy in the cation.
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[128] Leticia González and Roland Lindh. Quantum chemistry and dynamics
of excited states.

[129] Carlos E. Crespo-Hernández, Boiko Cohen, Patrick M. Hare, and Bern
Kohler. Ultrafast excited-state dynamics in nucleic acids. Chem. Rev.,
104(4):1977–2020, 2004.

211

https://github.com/AnjaTRPES/TRPES-simulator
https://github.com/AnjaTRPES/TRPES-simulator


[130] Chris T. Middleton, Kimberly de La Harpe, Charlene Su, Yu Kay
Law, Carlos E. Crespo-Hernández, and Bern Kohler. Dna excited-
state dynamics: From single bases to the double helix. Ann. Rev.
Phys. Chem., 60(1):217–239, 2009.

[131] Patrick M. Hare, Carlos E. Crespo-Hernandez, and Bern Kohler.
Solvent-dependent photophysics of 1-cyclohexyluracil: Ultrafast
branching in the initial bright state leads nonradiatively to the elec-
tronic ground state and a long-lived 1nπ∗ state. J. Phys. Chem. B,
110:18641–18650, 2006.

[132] Patrick M. Hare, Carlos E. Crespo-Hernandez, and Bern Kohler. In-
ternal conversion to the electronic ground state occurs via two distinct
pathways for pyrimidine bases in aqueous solution. Proc. Natl. Acad.
Sci., 104:435 –440, 2007.

[133] Roberto Improta, Fabrizio Santoro, and Llúıs Blancafort. Quantum
mechanical studies on the photophysics and the photochemistry of nu-
cleic acids and nucleobases. Chem. Rev., 116(6):3540–3593, 2016.

[134] Susanne Ullrich, Antonio C. Borin, and Mario Barbatti, editors. Topics
in Current Chemistry - Photoinduced Phenomena in Nucleic Acids I,
volume 355. Springer, Berlin - Heidelberg, 2015.

[135] Susanne Ullrich, Antonio C. Borin, and Mario Barbatti, editors. Topics
in Current Chemistry - Photoinduced Phenomena in Nucleic Acids II,
volume 356. Springer, Berlin - Heidelberg, 2015.

[136] Thomas Gustavsson, Roberto Improta, and Dimitra Markovitsi.
Dna/rna: Building blocks of life under uv irradiation. J. Phys. Chem.
Lett., 1(13):2025–2030, 2010.

[137] Hyuk Kang, Kang Taek Lee, Boyong Jung, Yeon Jae Ko, and
Seong Keun Kim. Intrinsic lifetimes of the excited state of dna and
rna bases. J. Am. Chem. Soc., 124(44):12958–12959, 2002.

[138] Susanne Ullrich, Thomas Schultz, Marek Z. Zgierski, and Albert
Stolow. Electronic relaxation dynamics in dna and rna bases stud-
ied by time-resolved photoelectron spectroscopy. Phys. Chem. Chem.
Phys., 6:2796–2801, 2004.

212



[139] Yonggang He, Chengyin Wu, and Wei Kong. Decay pathways of
thymine and methyl-substituted uracil and thymine in the gas phase.
J. Phys. Chem. A, 107(26):5145–5148, 2003.

[140] Yonggang He, Chengyin Wu, and Wei Kong. Photophysics of methyl-
substituted uracils and thymines and their water complexes in the gas
phase. J. Phys. Chem. A, 108(6):943–949, 2004.
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[153] Dana Nachtigallová, Adélia J. A. Aquino, Jaroslaw J. Szymczak, Mario
Barbatti, Pavel Hobza, and Hans Lischka. Nonadiabatic dynamics of
uracil: Population split among different decay mechanisms. J. Phys.
Chem. A, 115(21):5247–5255, 2011.

[154] Benjamin P. Fingerhut, Konstantin E. Dorfman, and Shaul Mukamel.
Monitoring nonadiabatic dynamics of the rna base uracil by uv pump–ir
probe spectroscopy. J. Phys. Chem. Lett., 4(11):1933–1942, 2013.

[155] Benjamin P. Fingerhut, Konstantin E. Dorfman, and Shaul Mukamel.
Probing the conical intersection dynamics of the rna base uracil by uv-

214



pump stimulated-raman-probe signals; ab initio simulations. J. Chem.
Theory Comput., 10(3):1172–1188, 2014.

[156] Martin Richter, Sebastian Mai, Philipp Marquetand, and Leticia
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[167] James Finley, Per-Åke Malmqvist, Björn O. Roos, and Luis Serrano-
Andrés. The multi-state caspt2 method. Chem. Phys. Lett., 288(2):299
– 306, 1998.

[168] Alexander A. Granovsky. Extended multi-configuration quasi-
degenerate perturbation theory: The new approach to multi-state
multi-reference perturbation theory. J. Chem. Phys., 134(21):214113,
2011.
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D. C. Comeau, R. Gdanitz, H. Dachsel, C. Ehrhardt, M. Ernzerhof,
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