
Photoionizaion as a Probe of Ultrafast Molecular Dynamics

A Dissertation presented

by

Spencer Lourdes Horton

to

The Graduate School

in Partial Fulfillment of the

Requirements

for the Degree of

Doctor of Philosophy

in

Physics

Stony Brook University

August 2018

i



Stony Brook University

The Graduate School

Spencer Lourdes Horton

We, the dissertation committe for the above candidate for the
Doctor of Philosophy degree, hereby recommend

acceptance of this dissertation

Thomas C. Weinacht - Dissertation Advisor
Professor, Department of Physics and Astronomy, Stony Brook University

Thomas Allison - Chairperson of Defense
Assistant Professor, Department of Physics and Astronomy

and Department of Chemistry, Stony Brook University

Marivi Fernández-Serra - Committee Member
Associate Professor, Department of Physics and Astronomy, Stony Brook University

Paul Hocket - External Committee Member
Research Officer, National Research Council of Canada, Ottawa, Canada

This dissertation is accepted by the Graduate School

ii



Abstract of the Dissertation

Photoionization as a Probe of Ultrafast Molecular Dynamics

by

Spencer Lourdes Horton

Doctor of Philosophy

in

Physics

Stony Brook University

2018

Ionization can serve as a universal probe of excited state dynamics in molecules,
such as internal conversion, dissociation, and isomerization. These processes are of
fundamental importance to a wide array of dynamics in biology, chemistry and
physics. In this thesis the topic of how to best construct a “molecular movie” of
these photoinduced exited state molecular dynamics is addressed. Directly measur-
ing a molecular structure or wave function amplitude as a function of time in order
to construct a “molecular movie” is arguably impossible. Rather, the most insight is
typically gained by comparing experiment with theoretical calculations of observ-
ables in order to verify the calculations, and then generating the “molecular movie”
from calculations. Thus, an important criterion in evaluating different measurement
approaches is how easily they can be compared with theoretical calculations of the
measured observable.

Arguments are presented for why time-resolved ionization spectroscopy with a
weak-field ionization probe is ideally suited for this goal. For the work conducted
in this thesis, an ultrafast weak-field ionization pump-probe time-resolved ioniza-
tion spectrometer is constructed utilizing UV (260 nm) and Vacuum-UV (156 nm)
light to measure neutral excited state dynamics. Time-resolved VUV-pump UV-
probe measurements were conducted to study of the highly excited states of pyr-
role, where rapid internal conversion to the ground state appears to be the dominate
relaxation channel. Time-resolved UV-pump and VUV-probe measurements in in-
ternal conversion of 1,3-cyclohexadiene are also performed. The measurements
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reveal a substantial ionization of the “hot” ground state following internal conver-
sion despite the fact that our probe photon energy is below the ionization potential
of the molecule. With the aid of electronic structure calculations, the results are
interpreted in terms of vibrationally assisted below threshold ionization, where vi-
brational energy is converted to electronic energy. A comparison of time-resolved
ionization spectroscopy is done using weak and strong field ionization as probes of
these dynamics. It is found that though the two probes capture the same general
dynamics only the weak-field ionization probe can be quantitatively compared to
dynamics calculations. Lastly, weak-field ionization time-resolved photoelectron
spectroscopy experiments are conducted on halogenated methanes. The high de-
gree of agreement between the experiment and calculation enables us to construct
“molecular movies” of the dynamics.
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Chapter 1

Introduction

A fundamental goal of ultrafast time-resolved molecular dynamics is to make a
“molecular movie” of photoinduced exited state molecular dynamics. These pho-
toinduced excited state molecular dynamics, such as internal conversion, dissoci-
ation, and isomerization, play a central role in many fundamental processes in
nature. They are of critical importance to a wide array of dynamics in biology,
chemistry, and physics, such as: vision, photosynthesis, and the photoprotection
of DNA/RNA. In reality, it is arguably impossible that one can directly measure a
molecular structure or wave function amplitude as a function of time in order to
construct a “molecular movie”. (It is important to note here that the definition of
a “molecular movie” is not well defined, hence the quotation marks. Measuring
molecular structure versus time is a 3D real-space picture of the dynamics and can
be performed with a semi-classical treatment, whereas following a wave function
amplitude as a function of time requires up to 3N dimensions and a fully quantum
mechanical treatment). Rather, the most insight is typically gained by comparing
experiment with theoretical calculations of observables in order to verify the cal-
culations, and then generating the “molecular movie” from calculations. Thus, an
important criterion in evaluating different measurement approaches is how easily
they can be compared with theoretical calculations of the measured observable. In
other words, the measured observable should be computationally tractable and not
too computationally expensive in order for the calculations to be feasibly performed
for multiple molecular geometries.

Many different experimental approaches have been developed in order to follow
these dynamics in real time. Each time-resolved experimental approach has advan-
tages and disadvantages. For example, ultrafast electron diffraction [1, 2, 3, 4, 5]
holds the promise of providing direct structural information as a function of time,
but suffers from orientational averaging over the sample, repulsion between the
electrons in a short pulse, and the group velocity mismatch between electrons and
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light. Ultrafast x-ray diffraction [6, 7, 8, 9] overcomes the last two disadvantages
of electron diffraction, but suffers from low scattering cross sections, and requires
a large number of photons in the probe pulse - typically only available at free elec-
tron laser light sources. Optical spectroscopy approaches such as transient absorp-
tion [10, 11, 12, 13, 14] can provide high time resolution with a compact appa-
ratus, but require detailed knowledge of the potential energy surfaces (electronic
energies as a function of nuclear coordinates) along the reaction coordinate in or-
der to be interpreted. They are also limited by transition dipole moments, which
can change with coordinate, leading to varying sensitivity, which vanishes on dark
states. Time-resolved ionization spectroscopy [15, 16, 17, 18, 19, 20] offers the
advantage over optical spectroscopies that it is always possible to ionize, regard-
less of the character of the excited state, provided the photon energy is sufficient
(or the field strong enough for multiphoton cases). The near threshold ionization
of valence electrons from excited states (for which the cross section is large) can
be accomplished either in the weak field regime, with the absorption of a single
ultraviolet (UV) or vacuum ultraviolet (VUV) photon (∼ 6-10 eV), or in the strong
field regime, with the absorption of multiple low energy near infrared photons (∼
1-3 eV) [21, 22, 23, 24, 19, 20, 25].

In this thesis, time-resolved ionization spectroscopy is favored to study ultrafast
neutral excited state dynamics, because of its above mentioned advantages. The
question left to answer is if one should perform these experiments in the weak field
regime or the strong field regime? Strong field ionization (SFI) has the advantage of
using wavelengths that are relatively easy to generate, and one can always ionize the
molecule with sufficient intensity. However, for SFI it is difficult to calculate ob-
servables, such as the time dependent ion yield, since the calculations of an N elec-
tron molecule in a strong field are computationally expensive and difficult to carry
out for multiple molecular geometries. For SFI, perturbation theory cannot be used,
and there is no analog for the Dyson Norm as a good predictor of the population
distribution across the ionic states. Because of this, SFI requires computationally
costly calculations to determine the ionization rate as a function of molecular geom-
etry. Weak field ionization (WFI) has the advantage that calculations of observables
are tractable and that perturbation theory can be used to accurately describe the ion-
ization step. It can be shown that the first-order one-photon ionization probability is
directly proportional to the norm of the Dyson orbital formed by projecting the N-1
electron wave function of the final (ionic) state onto the N electron wave function
of the initial (neutral) state of the molecule [26, 27]:

φD =
√
N
∫
ψNi (r1, . . . , rN)ψN−1

f (r2, . . . , rN)dr2 . . . drN , (1.1)
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where ψNi is the initial, N-electron wave function of the neutral, and ψN−1
f is the

final, N−1 electron wave function of the ion. The integral is over N−1 dimensions,
leaving a one-electron function or orbital for φD. The total ion yield for each molec-
ular geometry in the WFI perturbative regime produced by a dynamics calculation
can be expressed in terms of this Dyson orbital as:

Ion Yield ∝
∣∣∣〈ψek ∣∣∣ ε̂ · r ∣∣∣φD〉∣∣∣2 〈φD ∣∣∣φD〉 , (1.2)

where ε̂ is the polarization direction of the light, r the position operator, ψek the
free (continuum) electron wave function with momentum k, and

〈
φD

∣∣∣φD〉 is the
Dyson norm. WFI also has its disadvantages, the generation and implementation
of the appropriate wavelengths (photon energies) for WFI can be challenging, and
the fixed energy of the probe can lead to technical complications in following the
dynamics from excited states back down to the ground state.

It is argued that the best experimental apparatus for measuring molecular dy-
namics is one that can be most easily compared to calculations in order to verify
the “molecular movies” they generate. The experimental observable for WFI are
routine, accurate, and cheap, whereas for SFI the calculations are extremely com-
putationally expensive and less well explored in general. Because of this a new
time-resolved ionization spectrometer was developed that utilizes a probe in the
WFI regime. The photon energy this WFI probe had to be chosen with some care.
A 5 eV UV-photon as the WFI probe would be relatively easy to generate and prop-
agate for the use in experiments, but the photon energy is too low to ionize a typical
molecule, with ionization potentials of approximately 10 eV, from anywhere on
the neutral excited state potential energy surface, as shown in Fig. 1.1. A probe
with a photon energy above the ionization potential of the target molecule would
create a large background single photon ionization signal from ground state ioniza-
tion, and would make extracting the pump-probe dynamics extremely difficult. An
8 eV VUV-probe is ideally suited for the studying neutral excited state dynamics,
although is is difficult to generate and propagate. The photon energy of 8 eV is
just below the ionization potential for most organic molecules, so one has sufficient
photon energy to follow the neutral excited state dynamics while not generating
background ionization signal from the ground state.
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Figure 1.1: A cartoon of a generic molecules’ potential energy surface, depicting the
differences between using a WFI UV and a WFI VUV probe to study the dynamics.
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Figure 1.2: Schematic depicting how a typical measurement is conducted and used
to generate a “molecular movie” in this thesis. a) A cartoon depicting a pump-
pulse, blue, and a probe pulse, pink, incident on a target molecule (diiodomethane
in this cartoon). b) A cartoon of the potential energy surface for the molecule. The
molecular dynamics are initiated by the pump-pulse and subsequently ionized by
the probe pulse. c) A cartoon depicting the products resulting from the pump and
probe interaction with the molecule. The figure shows the repeller plates, bottom
plate at +800 V and the top plate at 0 V, that generate the static electric field that
sends the ions into the time-of-flight tube. Once in the time-of-flight tube the dif-
ferent ion masses become temporally separated and measured by a microchannel
plate (MCP) stack detector. d) The measured and calculated ion signal from the
pump-probe experiment. e) Snapshots of the actual “molecular movie” generated
through calculations that were verified with experiment.
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Fig. 1.2 is a schematic depicting how a general pump-probe measurement is
carried out for the experiments presented in this thesis, and how they can be related
to a “molecular movie”. Panel a is a cartoon of the UV-pump pulse, blue, followed
by a VUV-probe pulse, pink, incident on a target molecule (diiodomethane for this
specific example), where the delay between the pump and probe pulse can be con-
trolled. Panel b shows a cartoon of the potential energy surface of diiodomethane,
where the pump pulse launches a wave packet on the excited state surface that is
subsequently ionized by the probe pulse. The relative delay between the pump and
the probe pulse can be used to probe the complete neutral excite state dynamics.
Panel c shows the products from the pump and probe pulse interaction with the
molecular system. The products are generated between a pair of repeller plates
that utilize a static electric field to send the ions into a time-of-flight tube. In the
time-of-flight tube the different mass fragments have different flight times and are
temporally separated when they arrive at the detector (microchannel plate (MCP)
stack). Panel d shows the results for the total ion yield of the experiment versus
pump-probe delay. The results of the dynamics calculations are also shown along-
side the experimental data. The high level of agreement between the theory and
the experiment enables one to verify the accuracy of the theory. Panel e shows the
results of a “molecular movie” that are generated from the calculation.
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Chapter 2

Experimental Apparatus

2.1 Laser System
The majority of the work discussed in this thesis was performed with the use of
a Kerr-lens modelocked oscillator (KM Labs), pumped with a Coherent V5 con-
tinuous wave laser, and a multi-pass ring cavity amplifier (KM Labs, HAP-AMP),
pumped with a Photonics DM-20 Q-switched 170 ns Nd:YLF laser. The output of
the amplifier is a 1.5 mJ pulse with a 1 kHz repetition rate, 30 fs pulse duration, and
a central wavelength of 780 nm.

2.2 Harmonic Generation

2.2.1 Overview
Throughout this thesis extensive use is made of nonlinear optics, and hence it is use-
ful to give a brief overview. In nonlinear optics, the polarization, P (t), is generally
expressed in terms of a power series in the field strength E(t) as

P (t) = ε0
[
χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + . . .

]
. (2.1)

The terms χ(2) and χ(3) are known as the second and third order nonlinear opti-
cal susceptibilities, respectively [28]. The wave equation in nonlinear optics gener-
ally takes the form

∇2E − n2

c2
∂2E

∂t2
= 1
ε0c2

∂2PNL

∂t2
, (2.2)

where n is the index of refraction, c is the speed of light in vacuum, ε0 is the permit-
tivity of free space, E(t) is the electric field, and PNL(t) is the nonlinear portion of
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the polarization (P = P (1) + PNL, where P (1) is the part of the polarization that
depends linearly on the electric field strength E). From Eq. 2.2 it is evident that the
nonlinear polarization, PNL(t), acts as a driving force for the electric field, E(t).

Figure 2.1: Schematic depicting sum-frequency generation (SFG) on the left-hand
side and difference-frequency generation (DFG) on the right-hand side of the figure,
[28].

In the work discussed in this thesis both the χ(2) and χ(3) susceptibility terms are
used in order to generate desired wavelengths. The second term in the expansion of
the polarization in Eq. 2.1 depends on the square of the electric field. Now, assume
that one has an electric field that consists of two distinct frequency components

E(t) = E1e
−iω1t + E2e

−iω2t + c.c., (2.3)

where E1 and E2 are the amplitudes of the field, ω1 and ω2 are the frequencies, and
c.c is the complex conjugate. Looking at the second term in the expansion of the
polarization with field strength

P (2) = ε0χ
(2)E(t)2, (2.4)

and plugging in the assumed electric field of Eq. 2.3 one gets

P (2)(t) = ε0χ
(2)[E2

1e
−2iω1t + E2

2e
−2iω2t + 2E1E2e

−i(ω1+ω2)t+
2E1E

∗
2e
−i(ω1−ω2)t + c.c.] + 2ε0χ(2) [E1E

∗
1 + E2E

∗
2 ] . (2.5)

From Eq. 2.5 it becomes evident how χ(2) can be used for three-wave mixing,
examples are shown in Fig. 2.1. The first two terms in Eq. 2.5 oscillate at twice
the frequency of ω1 and ω2, and lead to second harmonic generation (SHG) of
the input frequencies ω1 and ω2, respectively. The third term gives rise to sum-
frequency generation (SFG), where the input frequencies ω1 and ω2 can result in
the generation of a new frequency, ω3, that is equal to the sum of the two input
frequencies. The fourth term gives rise to difference-frequency generation (DFG),
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where the input frequencies can result in the generation of a new frequency that is
equal to the difference of the two input frequencies.

Figure 2.2: Four wave mixing schematic, [28]

The third term in the expansion of the polarization, Eq. 2.1, depends on the cube
of the electric field. Following the same procedure for χ(2), assuming this time that
the incident field is composed of three distinct frequencies, yields many terms [28].
Some of those terms give rise to four-wave mixing, and an example of a four-wave
mixing process is given in Fig. 2.2.

2.2.2 Third Harmonic Generation
In order to generate the third harmonic (260 nm, 4.77 eV) of the laser pulse one
first needs to generate the second harmonic and then perform sum-frequency gener-
ation with the fundamental frequency and the second harmonic to generate the third
harmonic. Second harmonic generation (SHG) is performed in a 250 µm thick
beta barium borate (BBO) crystal cut for second harmonic generation (θ = 30◦,
φ = 0◦, Type I SHG). Then the pulse passes through a 1 mm thick calcite crystal
(θ = 41◦, φ = 0◦) to compensate for the group velocity mismatch between the fun-
damental and the second harmonic in the third harmonic generation (THG) crystal.
The pulses then pass through a 100µm thick BBO crystal cut for THG (θ = 57◦,
φ = 30◦, Type II SFG). After the THG crystal high reflectivity dielectric mirrors for
the third harmonic are used to separate out the third harmonic from the fundamental
and the second harmonic.

2.2.3 Fifth Harmonic Generation
The generation of the fifth harmonic (156 nm, 7.95 eV) is more challenging than
the generation of the second and third harmonics. The fifth harmonic sits in the
vacuum-ultraviolet (VUV) region of the electromagnetic spectrum. This region
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of the electromagnetic spectrum corresponds to a major absorption band in oxy-
gen, therefore these wavelengths are readily absorbed in atmosphere and need to be
generated and propagated in vacuum, hence the name. The fifth harmonic is also
readily absorbed in any standard crystal used in harmonic generation. So, in order
to generate the fifth harmonic a process pioneered by Noack et. al., [29, 30], was
used. Since it is not possible for the fifth harmonic to be generated in a crystal one
has to move to a gaseous medium. Gases are centrosymmetric and lack χ(2), so
without a χ(2) three-wave mixing cannot be performed in the medium. Because of
this one has to look to χ(3) and a four-wave mixing process in order to generate the
fifth harmonic. In the work outlined in this thesis non-collinear four-wave mixing
in argon gas that satisfies the phase matching condition

~k5ω = 2~k3ω − ~kω (2.6)

is used to generate the fifth harmonic.
A schematic of this non-collinear four-wave mixing can be seen in Fig. 2.3,

were θ and φ are the non-collinear angles that need to be satisfied for the genera-
tion of the fifth harmonic. In order to calculate the angles needed for the correct

Figure 2.3: Phase matching diagram for the fifth harmonic generation.

phase matching conditions to be met one has to calculate the wavevector, k, for
each wavelength. The wavevector is defined as k = 2πn

λ
, where n is the index of

refraction and λ is the wavelength. A pressure dependent Sellmeier-type formula
for the index of refraction of a femtosecond laser in argon gas is used to calculate
the magnitude of the wavevectors [31]. Generically this equation is

n2(λ, P, T )− 1 = P

P0
· T0

T
·
[
B1λ

2

λ2 − C1
+ B2λ

2

λ2 − C2

]
, (2.7)

where λ is in µm, B1, B2, C1, and C2 are coefficients at P0 = 1000 mbars and T0 =
273K. For argon, B1 = 20332.29× 10−8, C1 = 206.12× 10−6, B2 = 34458.31×
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10−8, and C2 = 8.066 × 10−3, [31]. One can then calculate the phase matching
angles for different argon pressures, as seen in Fig. 2.4.

Figure 2.4: Phase matching angles versus pressure.

Experimentally the pressure of the argon gas cell and the phase matching angles
of the pulses were optimized. It was found that after an argon gas cell pressure of
300 Torr is reached that the generation process saturates, consistent with what was
found in [29, 30].

2.3 Self-Focusing

2.3.1 Measurements
The initial setup for SHG and THG can be seen in Fig. 2.5, where the distances
between the crystals is indicated. The incident IR is focused in oder to increase
the intensity and maximize the SHG and THG output from the BBO crystals. The
generated UV was very poor and the UV mode was donut shaped.

In order to diagnose the system all of the harmonic generation crystals were
removed and the IR beam was imaged in the position of the THG crystal. Inserting
the SHG crystal, a flat 250 µm thick piece of BBO crystal, caused the beam to shrink
dramatically in the position of the THG crystal, as seen in Fig. 2.6. Since the BBO
crystal is flat, the only explanation for the dramatic shrinking of the beam waist
was self-focusing. To test this hypothesis the pulse duration was changed in order
to change the intensity of the pulse, thus increasing or decreasing the self-focusing
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Figure 2.5: Initial THG Setup.

effect. A simple way of changing the pulse duration is to move the perpendicular
distance between the two gratings in the grating compressor. The perpendicular
grating separation is linearly proportional to the second and third order phases of
the pulse, hence it can be used to compensate for any dispersion in the pulse and
compress the pulse at a given location. Details of the grating compressor can be
found in Appendix A.

Scanning the compressors perpendicular separation dramatically changed the
size of the IR beam at the location of the THG crystal after passing through the one
meter lens and the SHG crystal. The results of the compressor scan on the beam
waist can be seen in Fig. 2.7 for the horizontal and vertical waists of the beam. This
size dependence of the beam on the compressor setting gave strong evidence that
this was a self-focusing effect.
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Figure 2.6: Camera images of the IR beam in the position of the THG crystal a) after
passing through a 1 m lens, and b) after passing through a 1 m lens and followed by
a flat 250 µm thick SHG BBO crystal (each pixel is 5.2 µm).

Figure 2.7: Compressor setting of the amplifier versus the beam waist in the, a)
horizontal direction, and b) vertical direction (each pixel is 5.2 µm).

The calcite crystal was placed back in the system directly after the SHG crystal
and a compressor scan was repeated. The results of this scan can be seen in Fig.
2.8. It can clearly be seen that the beam is shrinking between compressor settings
4.50 and 4.70, but at setting 4.80 one starts to see a hole in the mode that becomes
very clear at compressor setting 4.95. From this measurement it is obvious that the
calcite crystal was burning at the most intense part of the beam, hence the donut
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mode seen in the UV.

Figure 2.8: Images in the position of the THG crystal of the self focusing of the
IR beam for different compressor settings (indicated in the upper right corner) after
going through a 1 m lens, a 250 µm thick SHG crystal, and a 1 mm thick calcite
crystal (each pixel is 5.2 µm).

2.3.2 Simulation
To better understand this self-focusing seen in the system a simple model was gen-
erated. Consider a monochromatic wave propagating in the z-direction, with known
field values E(x, y, 0) in the xy-plane. Now assume one wants to know what the field
is on some observation plane a distance z away. In other words, what is E(x, y, z),
given E(x′, y′, 0) in Fig. 2.9?

Huygens’ Principle says that one can imagine that every point on a wavefront to
be a point source for a spherical wave. Each point in the new wavefront is the super-
position of all the spherical waves added together from the original wavefront. This
principle will enable one to calculate what will happen to an arbitrary wavefront as
it propagates. Mathematically one can write this as

∆E(x, y, z) = − i
λ

eikr

r
E(x′, y′, 0)∆a′ (2.8)
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Figure 2.9: Taking a initial two-dimensional electric field distribution,
E(x′, y′, 0), and propagating along z to a new plane, E(x, y, z).

where
r =

√
(x− x′)2 + (y − y′)2 + z2 (2.9)

and k = 2πn
λ

and ∆a is a tiny element of area surrounding the point (x′, y′, 0) on
the source plane, where the field has the value E(x′, y′, 0). The factor −i/λ arises
in a more mathematical treatment of Huygens’ principle.

For Fresnel diffraction one has

kr = k
√

(x− x′)2 + (y − y′)2 + z2 (2.10)

and expanding this expression one gets

kr = kz+ k

2z
[
(x− x′)2 + (y − y′)2

]
− k

8z3

[
(x− x′)2 + (y − y′)2

]2
+· · · . (2.11)

Assuming one is looking at propagation distances where
z3 � k

8 [(x− x′)2 + (y − y′)2]2, then one can just keep the first two terms. One has
to sum over all the Huygens wave components in the source plane to calculate the
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complete field in the observation plan. Doing this one gets the expression

E(x, y, z) ≈ −ie
ikz

λz

∫ ∫
E(x′, y′, 0)e−ik[(x−x′)2+(y−y′)2]/2zdx′dy′ (2.12)

Eq. 2.12 is called Fresnel diffraction, and the derivation up to this point is sim-
ply summarizing the more detailed discussion outlined in [32]. Fresnel diffraction
is used to simulate the self focusing of the wavefront.

For the model the problem is reduced to one dimension by integrating over the
y-direction. The initial Gaussian intensity profile that was measured with a camera
was used. The max intensity is defined as

Imax = Pulse Energy
Pulse Duration× Area

, (2.13)

and the square root of this intensity profile is used as the initial electric field profile.
The effect of the lens is and the Kerr self-focusing are modeled through the phase.
A lens can be simply modeled as a quadratic spatial phase

φLens = κx2, (2.14)

where κ is a constant defined by wavelength of the light and curvature of the lens,
and x is the spatial dimension. A generic way to think about the phase acquired
by the wavefront as it passes through the lens is that because the lens is curved
there is a varying thickness over the lens. The speed of light when passing through
a material is reduced by c/n, where n is the index of refraction of the material.
The portion of the wavefront that goes through the center of the lens sees the most
material and gets delayed the most, whereas the edges get delayed the least. So,
there is an overall retardation of the wavefront by the lens that essentially writes the
curvature of the lens onto the wavefront. Generically, this is just the “optical path”
and no material needs to be implied. Even though spherical lenses are being used
the phase is approximated as quadratic.

The Kerr self-focusing can be modeled by first noting that the Kerr effect gives
an intensity dependent index of refraction.

n(I) = n0 + n2I. (2.15)

Looking at the propagation phase φ = kz, where the definition of the wavevector is
k = 2πn/λ. So, the phase from the Kerr nonlinearity in the system can be defined
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as
φKerr = 2πn2I

λ
, (2.16)

where I is the one dimensional Gaussian intensity profile of the pulse. The overall
phase on the pulse is then

φTotal = φLens + φKerr. (2.17)

The system is modeled with and without the non-linear Kerr phase in order to see
its effect on the system. It can be informative to think of the Kerr nonlinearity as
retarding the most intense portion of the wavefront. In the system this will cause
a portion of the wavefront to focus before the rest of the wavefront. This can be
seen in Fig. 2.10, where the effects of self focusing after passing through the 1 m
lens modeled, using n2 = 3.35 × 10−16 [W/cm2] value for BK7 glass [33]. These
simulations are done matching all of the experimental conditions at the time of the
measurements in the previous section (700 µJ pulse energy, 30 fs pulse duration, 1.6
mm beam waist) and it becomes evident that the pulse is intense enough to drive
self-focusing in the system. This confirmed that the beams were indeed intense
enough to drive self-focusing in the system and that this was very likely the source
of the problem.

The system was also modeled taking into account the 1 m lens and the SHG
BBO crystal. The calculated wavefront became extremely distorted after the SHG
BBO crystal, and the results become hard to interpret. Therefore, for clarity only
the results for after the 1 m lens are shown.
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Figure 2.10: Intensity profile for a Gaussian beam with a 1.6 mm waist at different
propagation distances, z, passing through a 1 m lens (z=0) with and without taking
into account the Kerr nonlinearity of the lens material.
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2.3.3 Solution to the Problem
Based on this analysis the THG process had to be redesigned in order to generate
a cleaner THG mode. The solution was to move the SHG BBO crystal as far away
from the IR focus as possible without loosing too much second harmonic efficiency.
The SHG was found to almost saturate without even focusing, so the SHG BBO and
the calcite crystal were moved as close possible to one meter lens. The THG crystal
had to stay in the same position in order to get ∼ 5% THG generation efficiency.
With the one meter lens still in the system the previous analysis shows that there
is still self-focusing in the system, but by moving the SHG and the calcite crystals
to less intense regions after the lens the subsequent self-focusing in these crystals
was mitigated. After these improvements the third harmonic power and mode were
greatly improved, and now there was enough UV power and a clean enough mode
to generate the fifth harmonic.

2.4 Experimental Apparatus
The first generation of the experimental beamline can be seen in Fig. 2.11. This
configuration was used for the data collected in Chapter 3, Chapter 4, and the uracil
data presented in Chapter 5. The IR beam from the amplifier is split into two por-
tions which have pulse energies of 1.1 mJ and 100 µJ. The 1.1 mJ of IR is used to
create 50 µJ of UV (h̄ω = 4.78 eV) light through second-harmonic-generation
(SHG), followed by a calcite delay compensator, proceeded by third-harmonic-
generation (THG) in a BBO crystal as previously stated. An uncoated 1 mm thick
CaF2 window is inserted into the beam at 45◦ to act as a beamsplitter for the UV.
A 5 µJ pulse from the front surface reflection of the CaF2 window is used as the
UV in the experiments. In the remaining IR arm a telescope corrects for the chro-
matic aberrations of the subsequent 30 cm CaF2 lens. Approximately 100 nJ of the
fifth-harmonic (VUV), (λ = 156 nm, h̄ω = 7.94 eV), is generated by focusing the
remaining 40 µJ of UV and 100 µJ of residual IR into an argon gas cell utilizing the
non-collinear-four-wave-mixing process discussed previously.

In Fig. 2.12 one can see a detailed schematic of the inside of the vacuum system.
The VUV is generated in the argon gas cell kept at 300 Torr, then it passes through
a 500 µm thick CaF2 window into an interaction chamber, which is maintained at a
pressure of 10−7 Torr. The VUV-pulse first passes under the repeller plates of the
time-of-flight mass spectrometer (TOFMS). It is then reflected by a dichroic mirror
of radius of curvature R = 268 mm. The mirror has a high reflectivity coating of
> 90% at 0◦ for 156 − 160 nm light and < 5% reflectivity for 260 nm and 800
nm. This enables the residual UV and IR radiation left over from VUV generation
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Figure 2.11: Schematic diagram of the experimental apparatus. Red, cyan, blue,
and purple lines show the fundamental, second harmonic (generated via second har-
nomic generation (SHG)), third harmonic (UV), and fifth harmonic (VUV) beams
respectively. One movable stage is used to temporally overlap the IR and UV pulses
for VUV generation, and a second is used to perform the VUV-UV pump-probe ex-
periment.

to be separated from the VUV. The reflected VUV-pulse is then focused under the
TOFMS repeller plates. The 5 µJ of UV reserved for the probe is sent through the
dichroic mirror and also focused under the TOFMS repeller plates.

The VUV pulse reflected from the dichroic mirror inside the vacuum chamber
has to be steered under the hole in the repeller plates. To do this a custom mov-
able mirror mount for vacuum was designed, whose SolidWorks drawings can be
seen in the inset of Fig. 2.12. A KF40 blank with a hole drilled through the center
and a o-ring groove set around the hole was used as a custom window holder for
the vacuum system. This KF40 window holder was connected to a KF40 bellow.
Around the neck of the bellow a collar was constructed with three holes in the side
where the ball tip head of a high precision 1/4”-80 Fine Hex Adjuster (Thorlabs)
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can sit. An aluminum frame was also constructed with three slots where 1/4”-80
Locking Bushings with Nut (Thorlabs) could be locked in place. This aluminum
frame is bolted in place independent of the vacuum chamber. The 1/4”-80 Fine Hex
Adjusters are threaded through the 1/4”-80 Locking Bushings, when the vacuum
chamber comes under vacuum the bellow contracts and the 1/4”-80 Fine Hex Ad-
juster ball tip heads come into contact with the holes in the collar. This contraption
acts like a Gimbal mount for the dichroic mirror and enables steering of the VUV
beam.
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2.5 Time-of-Flight Mass Spectrometer
A schematic of the time-of-flight (TOF) tube and the detection scheme can be found
in Fig. 2.14. The molecular beam is propagating out of the page and is perpendic-
ular to the laser pulses between the repeller plates. Where the laser pulses and
the molecular beam intersect, ions are generated. The ions are directed upwards
through the use of a high DC voltage on the bottom repeller plate, where the bot-
tom plate is kept at +800 V and the top plate is kept at ground. The top plate has a
small hole in it that enables the ions to pass through. The ions then fly along a TOF
tube in order to distinguish the different mass species by their different flight times.
The ions are then converted into electrons and amplified with a microchannel plate
(MCP) stack. The front of the MCP is at -1950 V, the back plate is at -50 V, and an
anode, where the signal is read off, of is kept at ground.

In Fig. 2.13 a time-of-flight mass spectrum is shown for strong-field ionization
of 1,3-cyclohexadiene (C6H8) showing all the mass fragments. After strong-field
ionization 1,3-cyclohexadiene fragments into parts and the mass spectrum shows
that the apparatus has a mass resolution of 1 AMU.

Figure 2.13: Time-of-flight mass spectrum for strong-field ionizion of 1,3-
cyclohexadiene showing that the detector has single AMU resolution.
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Figure 2.14: Time-of-flight Mass Spectrometer (TOFMS). The bottom repaller
plate is kept at +800 V and the top plate is kept at 0 V. The static electric field
sends ions through the hole in the top repeller plate and into the TOF tube. The ions
are detected and amplified by a MCP stack with the front plate kept at -1950 V, the
back plate at -50 V, and the anode kept at 0 V. The amplified signal is read off the
anode.
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2.6 Solid Sample Molecular Nozzle
The molecular nozzle used for liquid and gas samples is a simple effusive molecular
beam nozzle made from a 1/4” OD stainless steel tube with a shim stock cap brazed
on top with a 50 µm hole in its center. For gas, the nozzle simply utilizes a regulator
on the gas tank and a needle valve. The needle valve has enough control in order
to maintain a constant pressure behind the nozzle, hence a steady flow into the
chamber.

For liquid samples, LN2 is used to freeze the sample, enabling roughing out of
any background atmospheric gas. A valve followed by a gas reservoir behind the
molecular nozzle is used to generate a molecular beam. The valve is opened and the
sample is slowly warmed until the desire pressure is reached inside the interaction
chamber, and then the valve is shut and the reservoir, filled with the pure sample, is
used to maintain the molecular beam for an extended period of time.

This nozzle cannot be used for solid samples, because the vapor pressure of a
solid sample is too low to build up sufficient pressure in the reservoir. Therefore a
new nozzle had to be designed to generate a narrow molecular beam from a solid
sample in the interaction chamber with the laser pulses. The solid sample of most
interest to this thesis work was uracil. At room temperature, uracil has a negligible
vapor pressure and must be heated in order to have enough gas phase molecules in
order to run an experiment. Uracil can be heated to ∼ 200◦ C in oder to get suffi-
cient vapor pressure to perform experiments without degrading the sample, which
happens at higher temperatures.

Figure 2.15: Zoom in of the nozzle head. The quantities l and d are defined that are
used in determining the angle of the effusive nozzle.
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The FWHM, θ1/2, is a general quantity used to characterize a molecular beam
profile that gives the expected beam spread for a flat radial density profile. For a
tube

θ1/2 = 1.68d/l, (2.18)

where d is the diameter of the hole and l is the length [34], as indicated in Fig. 2.15.
The solid sample nozzle was designed to have an l = 6 mm and d = 0.609 mm in
order to give a full angle, 2θ1/2, of 19.5◦.
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The full design of the solid sample holder can be seen in Fig. 2.16. The sam-
ple holder is a KF40 unbored aluminum stub that was drilled out with a 1” end
mill. It is connected to a custom made molecular beam nozzle holder that is made
from aluminum and designed to hold two KF40 centering rings on its surface. The
vacuum seal of the molecular beam nozzle holder is made by two Kalrez o-rings
that can withstand temperatures up to 316◦ C. In the center of the molecular beam
nozzle holder is a threaded hole to hold the molecular beam nozzle, which is a
1/4” aluminum rod that is threaded on the outside at the end. The other side of
the molecular beam nozzle holder is connected to a standard KF40 Tee. The sam-
pler holder is held together with two pairs of bulk head clamps held with #10-32
bolts and plate nuts. The aluminum molecular beam nozzle is wrapped in Nickel-
Chromium heating wire that is kept from shorting to the aluminum rod by ceramic
beads. The heating wire was originally wrapped in Kapton film, but when heated
to 200◦ C the Kapton film outgasses too much and brings the pressure in the inter-
action chamber above 1×10−5 Torr from a base pressure of 1×10−7, without any
powdered sample in the holder. This pressure is too high to turn on the MCPs safely
without having arcing. This effect is a bake-out type effect from surface contam-
ination and/or trapped volumes of gas, and Ait takes days for the system to pump
lower than 1×10−5, at which point the sample is also depleted. The end of the
molecular beam nozzle is an aluminum cap that is treaded onto the rod in order to
have interchangeable heads to generate different molecular beam angles. Electrical
feedthroughs are needed at the spare end of the Tee in oder to supply power to the
heating wire and for getting a reading from a thermal couple at the tip of the nozzle.
The back of the sample holder is externally wrapped in heating tape and maintained
at 190◦ C, and the molecular nozzle head is kept at 200◦ C to have a temperature
gradient across the nozzle that ensures the nozzle head does not clog.

A problem with this design is that the once the Kalrez o-rings have been heated
to 200◦ C the shape of the o-ring warps. If the joint is left alone it continues to hold
vacuum well, but they do not handle being opened and resealed more than a couple
of times before they stop being able to hold vacuum. The Kalrez o-rings were used
because it was thought they could handle being resealed multiple times. In the end
the sample holder with a KF40 to CF adapter was replaced with a CF sample holder.
This enables the molecular beam nozzle holder to remain untouched. Because this
joint is left untouched it would have been more economical to use metal o-rings
instead of Kalrez o-rings.

A simple apparatus that measures solid sample deposits at various distances
from the nozzle to determine the angular spread of the nozzle was constructed. The
results of these measurements shows that the molecular beam angular spread is
actually ∼ 35◦ instead of the expected 19.5◦, but is sufficient for the experiment.
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2.7 Detecting the Generated VUV
Before performing any experiment a way of detecting and characterizing the gen-
erated VUV needed to be developed. A VUV photomultiplier tube (PMT) is ex-
pensive and does not discriminate between the incident UV or VUV. The VUV is
generated through the use of a UV pulse, therefore there will be residual UV that
will follow the VUV (with a difference in angle of 2 mRad) and would trigger
the VUV PMT. A VUV PMT would require one to use a VUV monochrometer to
separate the UV and the VUV. Scintillating materials, such as sodium salicylate,
fluoresce for both the UV and the VUV and the fluoresce signal could be detected
with a standard PMT. This would lower the cost, but would still require the use of a
VUV monochrometer.

Since an ionization chamber was already available the simplest solution was to
find a molecule with an ionization potential significantly higher than that of the pho-
ton energy of the UV, but lower than the photon energy of the VUV. The molecule
that fit these criteria was α-terpinene, with an ionization potential of 7.57 eV [35].
The ion signal from α-terpinene was used as a measure of the VUV fluence, which
allows one to tweak the IR and the UV to maximize the VUV light generated.

2.8 Getting UV-VUV Spatial and Temporal Overlap
A major difficulty for these experiments was getting spatial and temporal overlap
of the UV and the VUV pulses in oder to perform pump-probe experiments. Since
the VUV cannot be transmitted outside the vacuum chamber, an approximate time-
zero could not be acquired for the pulses outside the chamber through DFG in a
nonlinear crystal, as standard practice in many ultrafast time-resolved experiments.
A method of aligning the UV and VUV beams spatially (x,y) and temporally (t)
inside the vacuum chamber had to be developed.

To align the beam in the y-direction, the vertical direction between the repeller
plates, the TOFMS was utilized. The exact arrival time of a specific mass peak
in the TOFMS is dependent on exactly where the ion was generated between the
repeller plates. By ensuring that the parent ion peak from both the UV and the
VUV beams arrived at the same time, to within several nanoseconds, one could get
∼ µm overlap between the two pulses in the y-direction.

Aligning the beams in the x-direction, the horizontal direction between the re-
peller plate, was much more difficult. To do this a special repeller plate had to be
designed, shown in Fig. 2.17. It has a series of four 50 µm diameter holes drilled
into the plate in a line along the laser propagation direction. The 50 µm hole size
fixes the x-position of both beams, and the multiple holes helped increase the ion
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signal. A 1 mm hole was also made in the repeller plate, so that once temporal
overlap was found the UV and VUV beams could be moved over to a larger hole in
order to increase the signal to noise ratio.

Figure 2.17: Repeller plate design for aligning the UV and the VUV beams in the
x-direction, horizontal direction between the repeller plates.

Now the only degree of freedom that remains unfixed is time, t. For temporal
overlap it was best to change molecules in the system from α-terpinene to ethylene.
Ethylene is an ideal candidate because it has an extremely large absorption cross
section of 10−16 cm2, [36], in the VUV and undergoes rapid internal conversion
that makes it a good indicator of time-zero. With such a large absorption cross
section one easily perform VUV-pump UV-probe measurements on the molecule.
The delay of the UV arm was scanned until a cooperative signal appeared from both
the VUV and the UV, indicating that temporal overlap between the two pulses had
been found.

In Fig. 2.18 a TOFMS is shown where both ethylene and α-terpinene are in
the interaction chamber. The α-terpinene signal, 136 AMU, is mostly due to single
photon ionization from the VUV. α-terpinene does have an excited state that the

30



UV can pump to, and a small UV-pump VUV-probe signal is seen in this system,
but this pump-probe signal is masked by the single photon ionization. Therefore,
α-terpinene it is not a good candidate to find time-zero in (evident from Fig. 2.18).
Ethylene, on the other hand, cannot be ionized by a single photon of the VUV,
some multiphoton ionization of ethylene from the VUV in the TOFMS is seen.
The ethylene signal, 28 AMU, is very strong and clear at time-zero and is in stark
contrast to the off time-zero signal, as be seen in Fig. 2.18.

Figure 2.18: Ethylene and α-terpinene TOFMS at time-zero and off time-zero.

After finding spacial and temporal overlap several times the usefulness of the
line of four 50 µm holes became less and less. For the 1 mm hole it was found that if
the ion yield for each beam separately was maximized by going directly through the
center of the hole, that this was good enough to align the beams in the x-directions.
For a single photon pump and single photon probe it was found that one could work
outside the outside of the tight foci of the beams and use larger beam sizes (∼200
µm). Being out of the foci of the beams lowers their intensities, hence reducing the
multiphoton processes. As a result of these observations the repeller plate design
was changed for the data taken in Chapter 5. The new repeller plate design can
be seen Fig. 2.19. The 5 mm long by 1 mm wide slot allows one to collect ions
generated from a larger region and increases the overall signal to noise ratio.

2.9 Time Resolution of the Experiment
As a test and characterization of the apparatus, the VUV-pump UV-probe signal
were recorded for ethylene, which has been studied in earlier work and has a very
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Figure 2.19: Repeller plate design with a 5 mm long by 1 mm wide slot.

rapid decay, τ ∼ 30fs, [37, 38, 39]. The results of this pump-probe scan and
the subsequent fitting can be seen in Fig. 2.20. For the fitting of the ethylene
pump-probe data it is assumed that the UV and VUV pulses are Gaussian in time,
then the apparatus’ impulse response time, σ, is dictated by the pulse durations.
Therefore, σ is essentially the convolution of the pump and probe pulse durations.
t0 corresponds to time-zero (where the UV and VUV pulses are overlapped). A1
and τ1 are the amplitude and decay constant for the molecular decay. Θ is the
Heaviside step function, and is used to ensure that the molecular dynamics in the
model cannot initiate until the excited state is populated. The overall fitting function
is

f(t) = e−
(t−t0)2

2σ2 ⊗
[
Θ (t− t0) �

(
A1e

− (t−t0)
τ1

)]
. (2.19)

In order to determine the error in the decay constant for the ethylene pump-
probe data the error of the individual fits compared to systematic errors in the ex-
periment was examined. To check this, the pulse duration of the beams was changed
and it was evaluated how the extracted decay constant of ethylene varied.

The perpendicular grating separation of a pulse compressor in the amplifier was
used to change the pulse durations in the interaction chamber. Details on how the
perpendicular grating separation effects the pulse duration can be found in Ap-
pendix A. Experiments on ethylene were reperformed at each grating separation
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Figure 2.20: VUV-Pump UV-probe data and fit for ethylene’s parent ion (C2H4ˆ+).

Figure 2.21: Decay constant, τ , for fits to ethylene parent ion signal measured with
different VUV and UV pulse durations. The error bars on each point are determined
by the χ2 fits. The solid blue line is the mean of the measurements and the dashed
blue lines are one standard deviation, σ, above and below the mean.

position. For each grating position the data was refit and from the fit the FWHM of
the convolution of the pump and probe pulse and the decay constant of the molecule
were extracted. In order to determine the individual error bars for each decay con-
stant, τ , the value of τ obtained from the fit was fixed and the fit was re-minimized
letting al the other parameters evolve freely. The value of τ was slowly varied until
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the χ2 value changed by one, and this value of τ was used as the individual data
point error bar, as outlined in [40].

Fig. 2.21 shows the results of this compressor scan. It is evident that the spread
in the data points is significantly larger than the individual error bars. The individ-
ual error bars from the fit vary from ≈ ±1 to ±2 fs, whereas the standard deviation
in all the data points is ±5 fs, which can be taken as a more realistic indication
of the uncertainty. One should note that the distribution of decay constants about
the mean is not completely random, but shows a slight trend with pulse or cross
correlation duration. This indicates that the measurement of the decay time for
ethylene might be a slight overestimate based on the pulse duration, which is larger
than the measured decay time. The measurements are also consistent with previous
measurements of ethylene’s decay constant of ∼ 30 fs [37, 38, 39]. This analy-
sis assumes that there is no chirp to the two pulses and that they are completely
symmetric in nature. This is not necessarily true, but because the results attained
with this model are comparable to previously measured results it indicates that this
assumption is acceptable to use.

The IRF of ∼200 fs represents the time resolution for the apparatus for the ex-
periments performed in Chapter 2, Chapter 3, and for the uracil data presented in
Chapter 5. For the diiodomethane data, presented in Chapter 5, several improve-
ments to the apparatus were implemented (discussed in Section 2.12: Improvements
to the Time Resolution), so that the IRF of the apparatus was reduced by a factor of
two. The improvements to the time resolution can be seen in Fig. 2.22, where the
extracted FWHM of the IRF from the fit was 102 fs.

Figure 2.22: VUV-pump UV-probe data and fit for parent ion signal from ionization
of ethylene.
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2.10 Residual UV in the VUV Generation Problem
As mentioned previously, a dichroic mirror was used to separate the residual UV
and IR used in generating the VUV from the VUV used in the experiment. The
dichroic mirror has a high reflectivity coating of > 90% at 0◦ for 156 − 160 nm
light and < 5% reflectivity for 260 nm and 800 nm. The small amount of UV
reflected from the mirror is significant, since 40 µJ of UV is used to generate the
VUV. A 5% reflection results in 2 µJ of UV, which is enough to drive multiphoton
ionization in its focus.

Figure 2.23: CH2I+
2 UV-pump VUV-probe and UV-pump UV-probe ion yield sig-

nal.

In Fig. 2.23 a typical UV-VUV pump-probe scan is shown from CH2I2, blue
diamonds, that are collected in this apparatus. There are two peaks in this data, one
at 0 fs delay and another at +1000 fs delay. The suspicion is that the second peak is
from a UV-pump UV-probe combined signal. To verify this the IR pulse needed to
generate the VUV is blocked and retake the pump-probe data, this data is the green
triangles in Fig. 2.23. It is clear that the peak at 0 fs delay is no longer present
and that the peak at +1000 fs delay became larger. This is good evidence that the
peak at 0 fs delay is from UV-pump and VUV-probe. The delay between the two
signals of 1 ps is consistent with the group velocity difference between the UV and
the VUV after passing through the 500 µm thick CaF2 window that separates the
argon gas cell from the interaction region. The increase in the UV-pump UV-probe
peak hight in the absence of the IR needed for the VUV generation is believed to be
due to the fact that UV photons are not being converted into VUV photons, hence
more are available for ionization in the interaction chamber.
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2.11 Contamination of the Mirrors
in the Vacuum Chamber

While running experiments with the UV and the VUV it was found that the VUV
signal would greatly diminish from day-to-day. After examining the optics in the
interaction chamber, the dichroic Layertec mirror and the CaF2 window, they both
had material deposits corresponding to where the beam was incident on them. In
Fig. 2.24 an image of these deposits can be seen. These deposits could not be re-
moved with standard optics cleaning solutions or ultrasonic cleaning. It was learned
that the high photon energy of the VUV can cause the cracking of large organic
molecules into its lighter hydrocarbons components that can stick to optics.

Figure 2.24: Hydrocarbon deposit on the VUV dichroic mirror.

One could not afford to replace the dichroic mirrors on a daily basis, and needed
to develop a process for cleaning these hydrocarbon contaminants from the op-
tics. The best method found for cleaning the Layetec dichroic mirros is through
UV/ozone cleaning, as outlined in [41]. Atomic oxygen and ozone are produced
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when O2 absorbs UV light less than 245.4 nm and dissociates. Ozone produced at
low UV wavelengths, sub 245.5 nm, can then be dissociated by higher UV wave-
lengths, 250 - 300 nm, to also produce oxygen. Most hydrocarbons have strong
absorption bands between 200 and 300 nm, so light in the region can be used to
excite and or dissociate these molecules. The excited contaminant molecules, and
the free radicals produced by the dissociation of contaminant molecules, react with
atomic oxygen to form simpler volatile molecules,such as CO2, H2O, and N2. The
combination of UV light and ozone has been shown to clean surfaces 2000 times
faster than UV light or ozone alone [41].

First the dichroic mirror was placed in a plasma etcher with oxygen, where the
plasma would produce UV radiation and ozone that could be used to clean the optic.
The process cleaned the hydrocarbon film, but the method proved too aggressive
for the LaF3 high reflectivity coating. The dichroic mirror was no longer functional
after this cleaning, since the coating was effectively removed.

A more gentle means to clean the optics needed to be found. Next, a sim-
ple mercury lamp which provides frequencies at 184.9 nm, to produce ozone, and
253.7 nm, to excite the contaminant hydrocarbons was considered. A Mineralight
Lamp Short Wave UV-254 nm (Model UVS-54) was used for this cleaning. It takes
approximately two days of sitting under the mercury lamp to completely clean the
optics and bring them back to their original performance.

In order to reduce the rate of this hydrocarbon deposition on the optics a LN2
cold trap was added to the chamber, schematic shown in Fig. 2.25. A fundamental
goal of this apparatus is to study large hydrocarbons, so in essence the experiment
was contaminating the chamber every time sample was loaded. To mitigate the
amount of hydrocarbons that get near the mirrors the cold trap was added in line
with the effusive molecular beam. The target molecules are to pass through the
interaction region with the lasers and then hit the cold trap where the molecules are
frozen, so they do not ricochet off the chamber walls and get near the mirrors.

Adding this cold trap to the chamber did not substantially change the contam-
ination rate of the mirrors. Putting a residual gas analyzer (RGA) onto the cham-
ber it was realized that there were mass peaks in the chamber that correspond to
pump oil. The vacuum system uses an Alcatel - Annecy 5150 CP turbo pump with
greased bearings, and a Welch 1397 mechanical roughing pump to back the turbo.
These both contribute to vacuum oil, large organic molecules, that can be cracked
by the VUV and cause the contamination of the mirrors. Since the ability to de-
velop a completely oilless vacuum system was not possible, the CaF2 window and
the dichroic mirror had to be replaced after every day of running the experiment and
clean them with the mercury lamp. The hydrocarbon coating on the optic does not
look like what is shown in Fig. 2.24 after one day of exposure to the VUV. After
one day of performing experiments with the VUV the VUV reflectivity of the optic
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Figure 2.25: Cold trap addition to the vacuum system to mitigate contamination of
the optics through cracking of our sample.

drops by approximately 50%, and the optic gets a very thin cloudy coating that can
usually only be seen through thin film diffraction from the room lights at a glancing
angle. The heavy brown spot in Fig. 2.24 only occurs after months of running, and
steering of the VUV beam around the optic to improve performance.
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2.12 Improvements to the Time Resolution
The temporal resolution of the apparatus of∼200 fs was not ideal for studying very
fast molecular dynamics. One is forced to rely on high signal to noise ratios in order
to extract fast molecular dynamics that are much shorter than the pulse duration, as
done for ethylene. Ultimately, one would want the shortest pulses possible in the
vacuum chamber.

2.12.1 Minimizing Material in the IR & UV Arms
The first step in minimizing the pulse duration is to track all of the group velocity
dispersion (GVD) and third order dispersion (TOD) from every optic in the system,
and see their effect on the pulse duration. Once the optical components that were
contributing the most to the elongation of the pulse are identified, it is possible
to determine how to reconfigure the system in order to get shorter pulses in the
interaction chamber.

The relations

GVD = λ3

2πc2
d2n

dλ2 z, (2.20)

and

TOD = − λ4

4π2c3

(
3d

2n

dλ2 + λ
d3n

dλ3

)
z, (2.21)

where n is the index of refraction, λ is the wavelength, c is the speed of light, and z
is the material thickness, were utilized [42, 43]. The wavelength dependence of the
index of refraction is given by each material’s Sellmeier equation.

First, the dispersion in the IR beam is tracked. In Fig. 2.26 a standard amplifier
spectrum from the laser system is shown in panel a, and in panel b the transform
limited pulse that can be generated from this bandwidth is shown. The transform
limited pulse is sometimes referred to as the Fourier transform limited pulse dura-
tion, and is the minimum pulse duration that can be acquired from a given band-
width. From this it is known that the bandwidth can support a 31 fs pulse and this
can be used to calculate the pulse duration as the beam passes through various ma-
terial. The IR beam is transmitted through a 1 mm beamsplitter. Then the IR beam
goes through two lens that act as a telescope. The telescope corrects for the chro-
matic aberrations in the focusing lens, so that the UV-arm and the IR-arm focus to
the same position in the argon gas cell. After the beamspiltter and telescope, the
calculated the pulse duration is 43 fs. A CaF2 lens is placed after the telescope
focusing the IR into the argon gas cell. The gas cell has a 2 mm CaF2 entrance
window. After going through the lens and window the pulse duration is calculated
to be 53 fs.
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Figure 2.26: a) Measured amplifier spectrum. b) Transform limited pulse based on
the measured spectrum.

Material in IR Beam of VUV Generation
Material Thickness [mm] GVD [fs2] TOD [fs3] Pulse duration [fs]

BK7 Beam-splitter 1 46.57 31.52 31.3
BK7 f = 300 mm lens 3 139.71 94.56 34.6
BK7 f = -150 mm lens 3 139.71 94.56 42.5
CaF2 f = 300 mm lens 3 86.20 48.53 48.5

CaF2 Window 2 57.47 32.35 52.8
Total 12 469.66 301.52

Next, the dispersion of the UV arm is tracked. As previously mentioned, in
the THG scheme the IR beam is focused into the THG crystal in order to have a
high enough intensity to generate a sufficient amount of third harmonic. Therefore,
for the UV pulse the UV bandwidth is measured in two positions. One position is
directly after the Type II THG crystal and the other is after the beam passes through
its focus, and the results of these measurements can be seen in Fig. 2.27.After
the UV focus a significant amount of bandwidth is generated. The cause of this
broadening will be addressed in the next section, but here the effects of dispersion
on both of these bandwidths is calculated.

The UV beam for the pump arm goes through a 3 mm CaF2 lens and then it has
to be transmitted through the 6 mm thick CaF2 substrate of the dichroic Layertec
mirror.

Depending on the bandwidth of the UV pulse one can have dramatically dif-
ferent pulse duration in the interaction chamber. For the UV spectrum measured
before the UV focus the transform limited pulse duration is calculated to be 45 fs.
After the UV focus the bandwidth can sustain a 20 fs pulse.
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Figure 2.27: Spectrum of the third harmonic before and after the focus in the Type
II THG setup

With bandwidth to sustain a 45 fs pulse the UV pulse would be 87 fs in the
interaction chamber. If the CaF2 lens is replaced with a refractive optic the pulse
duration in the interaction chamber the UV pulse duration is calculated to be 67 fs.

With bandwidth to sustain a 20 fs pulse the UV pulse would be 168 fs in the
interaction chamber. If the CaF2 lens is replaced with a refractive optic the pulse
duration in the interaction chamber is calculated to be 113 fs.

Material in UV-Pump Beam

Material Thickness
[mm] GVD [fs2] TOD [fs3]

Pulse
Duration

(20 fs)

Pulse
Duration

(45 fs)
CaF2 f = 300 mm lens 3 400.98 104.76 59 fs 53 fs
CaF2 Layertec mirror 6 801.95 209.52 87 fs 168 fs

Total 9 1202.93 314.28

The VUV pulse duration is assumed to be ∼50 fs at its generation, because the
IR pulse used for its generation is calculated to be 53 fs in the argon gas cell. Even
if one had the VUV bandwidth to sustain a 30 fs pulse the 500 µm CaF2 window
would stretch the pulse out to 40 fs in the interaction chamber.

From this analysis it is evident that UV is the main contributing factor to the
poor resolution, and if one changed from focusing with a curved mirror instead of a
lens one would make significant gains to the pulse duration. Based on this analysis
the apparatus was updated, as shown in Fig. 2.28, in order to try and improve the
pulse duration.
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2.12.2 Revisiting the THG Setup
The calculations of the GVD and the TOD in the previous sections tells one that by
changing the UV focusing optic one should see a significant change in the UV pulse
duration. The analysis also shows that the dispersion associated with the bandwidth
of the UV after the focus in the THG setup is too large to get a sub 110 fs UV pulse
in the chamber without having a way of compressing the UV.

A proper characterization of the pulse with self-diffraction frequency resolved
optical gating (SD-FROG), [44], is required to better understand what is causing
this extra bandwidth in the UV pulse. The result of this SD-FROG can be seen in
Fig. 2.29. The UV pulse has a very obvious chirp to it, its bandwidth is much larger
than one would expect from our initial IR pulse, and its general shape is poor.

Figure 2.29: SD-FROG of the third harmonic after the UV focus with Type II THG.

The hypothesis is that when the UV passes through its focus it undergoes self-
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phase modulation leading to the generation of extra bandwidth, that is ultimately
leading to the long pulse durations.

2.12.3 Flowing Helium Over the Focus
The first idea on how to mitigate the self-phase modulation of the UV pulse in the
focus was to flow helium over the focus after the UV generation, as depicted in
Fig. 2.30. The idea is that Helium has such a high ionization potential that it would
prevent any ionization in the focus and mitigate the self-phase modulation.

Figure 2.30: Schematic for flowing helium over the UV focus

Performing an SD-FROG on the pulse while flowing helium over the focus did
not yield any significant improvements to the pulse duration. Also, the helium flow
added significant turbulence to the beam and made it an infeasible solution to the
problem.
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2.12.4 Rethinking the THG: Type I versus Type II
Using a 1 m lens to increase the intensity of the beams in order to generate enough
third harmonic for the experiments has proven problematic on multiple occasions.
Here it is checked to see if one can generate enough third harmonic without focus-
ing. To model this system SNLO, a free software developed by Dr. Arlee Smith
[45], was used. For this simulation 1 mJ of 780 nm and 120 µJ of 390 nm light
was assumed. The both pulses are assumed to have durations of 50 fs and beam
diameters of 6 mm. The appropriate crystal angles for maximizing the THG with
these wavelength is calculated by SNLO. Assuming a crystal thickness of 100 µm
one can then simulate this system in SNLO.

Figure 2.31: Calculation performed in SNLO of Type I and Type II THG using the
experimental input conditions without focusing the initial IR beam.

The results of these simulations can be found in Fig. 2.31. Type I THG is much
more efficient than the Type II THG, and one does not need to do any focusing
during the generation process to get the amount of third harmonic needed for the
experiments.

The new beamline developed for the implementation of Type I THG can be
seen in Fig. 2.32. A waveplate that acts as a half-waveplate at 780 nm and a full-
waveplate at 390 nm is required to rotate the polarizations of the fundamental and
the second harmonic, so that Type I harmonic generation can be done in the THG
crystal. A new THG crystal also had to added that was cut for Type I THG, and the
1 m lens was removed from the system.
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Figure 2.32: Schematic diagram of the experimental apparatus. Red, cyan, blue,
and purple lines show the fundamental, second harmonic (generated via second har-
nomic generation (SHG)), third harmonic (UV), and fifth harmonic (VUV) beams
respectively. The THG setup is changed to perform Type I THG without the use of
a focusing element.
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The THG setup is able to produce comparable third harmonic without focus-
ing to what was attained through focusing with Type II THG. Also, not having
the focusing lens cleaned up the mode that was previously still being distorted by
self focusing. The spectrum and the transform limited pulse from the Type I THG
without the focusing lens can be seen in Fig. 2.33 and Fig. 2.34, respectively.

Figure 2.33: UV spectrum before and after the UV focus with Type II THG and the
UV spectrum with Type I THG without and focusing.

Figure 2.34: Transform limited pulse duration calculated from the UV spectrum
after the focus for Type II THG and for Type I THG without any focusing elements.

The UV spectrum is no longer undergoing self-phase modulation and the trans-
form limited pulse is ∼45 fs. An SD-FROG for this Type I THG can be seen in
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Fig. 2.35. There is still a chirp to the UV pulse, but it is much cleaner than the
SD-FROG from the Type-II THG in Fig. 2.29.

Figure 2.35: SD-FROG for the UV pulse after the Type I THG setup without any
focusing elements.
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One can also measure the pulse duration in the ethylene data, seen in Fig. 2.36,
alongside the previous pulse duration measurements (this figure was previously
shown in Fig. 2.22 but it is reshown here for ease of access). It is evident that
the pulse duration has been reduced by a factor of two with these upgrades.

Figure 2.36: VUV-Pump UV-probe data and fit for ethylene’s parent ion.
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Chapter 3

Ultrafast Internal Conversion
Dynamics of Highly Excited Pyrrole
Studied with VUV-Pump UV-Probe
Spectroscopy

3.1 Introduction and Motivation
Pyrrole (C4H5N), has been of intense experimental [46, 47, 48, 49, 50, 51, 52, 53]
and theoretical interest [54, 55, 56, 57, 58, 59, 60] because it is considered an im-
portant building block for understanding the ultrafast dynamics of larger pyrrole-
containing biomolecules, such as hemoglobin, vitamin B12, chlorophyll, and tryp-
tophan. Pyrrole exhibits rich photo-induced dynamics when excited with UV ra-
diation, and its internal conversion and dissociation dynamics have been studied
extensively both experimentally and theoretically.

Experimental work on the relaxation dynamics of photoexcited pyrrole has fo-
cused on pumping the first absorption band, with time-resolved studies probing
the fate of molecules excited with pump wavelengths between 200 and 260 nm
[47, 48, 49, 50, 51, 52]. These experiments, which made use of ionization as a
probe, established that the molecule undergoes rapid internal conversion and disso-
ciation on timescales of ∼ 100 fs or less. Experiments that made use of velocity
map imaging to measure the momentum of hydrogen ions generated by the probe
pulse [48] found both fast and slow H+, indicating dissociation on both the excited
and ground state surfaces. The relative yields indicated that dissociation on the
excited state dominated over internal conversion to the ground state followed by
dissociation.
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Several theoretical studies have examined the excited state dynamics in pyrrole.
Three pathways involving conical intersections between S1 and S0 have been iden-
tified which are involved in nonadiabatic decay to the ground state or dissociation
[54, 55, 56, 57, 58, 59, 60]. In particular, dissociation along the N-H bond has
been found to be important in many studies. Recent theoretical work by Barbatti
et al [55] using the trajectory surface hopping approach with excitation energies
between 193 nm and 248 nm indicated that while excitation to the first absorption
band (wavelength of 248 nm) led to N-H bond stretching and fission, excitation
with higher energy to the second absorption band (wavelength of 193 nm) led to
slower decay (timescales of about 200 fs) with more complicated dynamics.

In this chapter, excitation of pyrrole is considered with a VUV pulse, corre-
sponding to an excitation energy of about 8 eV. This corresponds to a higher excita-
tion energy than all previous experiments and is motivated by the question of how
the initial excitation influences the relaxation dynamics. Of particular interest in this
study is whether the decay of the excited state is primarily due to dissociation on an
excited state surface, or internal conversion to the ground state. Relaxation dynam-
ics of radical cations (uracil, 1,3-cyclohexadiene, and hexatriene) using trajectory
surface hopping was previously studied [61], and it was found that relaxation to
the ground ionic state was rapid (<100 fs), taking place before dissociation. The
density of states in these cations is similar to the density of states in highly excited
pyrrole, and thus while excitation at lower energy resulted primarily in dissociation,
one would expect more competition between internal conversion and dissociation
at higher energies.

The original idea for developing the VUV light source was to use it as a probe of
neutral state dynamics, and not as a pump to initiate Rydberg state dynamics. When
performing UV-pump VUV-probe spectroscopy one should be aware of the relative
strengths of the UV and VUV absorption cross sections for your system of interest.
If the UV and the VUV absorption cross sections are comparable dynamics will be
launched on both sides of time-zero. In other words, when the VUV proceeds the
UV, negative time delays in a UV-pump VUV-probe experiment, dynamics initi-
ated by the VUV will be probed and vice versa when the pulse order is reversed for
positive times. This leads to a complicated pump-probe signal that requires careful
treatment to disentangle the UV and VUV initiated dynamics. For the case of pyr-
role, it was experimentally observed that the VUV absorption cross section is signif-
icantly larger than the UV absorption cross, enabling us to carryout this work. So,
for the experiments performed in this chapter the excited state dynamics are probed
with the UV pulse having a ∼5 eV photon energy, which, for pyrrole, allows for
ionization from any excited state of the molecule without background signal from
the ground state (IP = 8.2 eV [62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73])
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3.2 Computational Methods
In order to interpret the experimental results, our collaborators Pratip Chakraborty
and Spiridoula Matsika, performed electronic structure calculations of the neutral
and ionic states of pyrrole. The ground state of pyrrole was optimized using
B3LYP/6-31+G(d). The excited state energies and oscillator strengths were calcu-
lated using equation of motion coupled cluster for excited states (EOM-EE-CCSD)
and the aug-cc-pVTZ basis set. Ionic states were obtained using the equation of mo-
tion coupled cluster for ionization potentials (EOM-IP-CCSD) method and the same
basis set. The QChem software package was used for these calculations [74]. The
N-H bond was stretched from its equilibrium position in steps of 0.2 Angstroms,
and the excited and ionic states along this coordinate were calculated. The excited
states were characterized using natural transition orbitals (NTOs) obtained from the
EOM-EE-CCSD method. Molden was used for visualization of the orbitals [75].

Fig. 3.1 shows the orbitals and the calculated potential energy surfaces along
the N-H coordinate. The orbitals are natural transition orbitals obtained from di-
agonalizing the transition density [76]. The orbitals are the eigenfunctions of the
matrix and represent particle-hole pairs, while the numbers shown in the figure are
the eigenvalues. The importance of a particular particle-hole excitation to the over-
all transition is reflected in the associated eigenvalue. When a state has more than
one pair it means that it cannot be described by a single hole-particle representation
in the NTO picture. States 41B1 and 41A1 are the high-lying “bright” states that
are accessible with the VUV-pump pulse. Looking at their orbitals on the right-
hand-side of the plot it is evident that we are driving a π → π∗ transition. Orbitals
describing states 11B2 and 11A2 are on the left-hand side of the plot and they show
that these are π→ σ∗ states which are not stabilized along the N-H coordinate and
they can lead to dissociation.
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The density of states that the VUV pulse is exciting to is very high, so one would
expect very fast radiationless decay from the absorbing state to 11B2 or 11A2. By
inspecting the configurations and orbitals describing the 11B2 and 11A2 states and
the low lying ionic states we see that ionization is allowed based on Koopmans’ the-
orem (generally described in Section 3.2.2 Koopmans Correlation). In other words,
the two lowest ionic states are described by the same valence orbitals involved in
the excited states, and can be accessed by removing the π∗ electron. Thus, these
excited states can be easily ionized with our probe. In addition to the Koopmans’
correlations, the figure makes it clear that for the range of N-H distances consid-
ered here, we are energetically able to ionize the molecule from any of the excited
states, given their energies relative to the probe photon energy. Thus, the fact that
the parent ion signal decays to zero at long time delays indicates that the molecule
either relaxes back to the ground state or dissociates.

We note that for larger N-H bond lengths, reference [58] shows the ionization
potential from S1 increasing beyond our probe photon energy. Thus, our measure-
ments cannot exclude the possibility of dissociation on S1 despite the lack of frag-
ment ion signal. This point is addressed further in the chapter.
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3.2.1 Koopmans Correlation
States are said to be Koopmans correlated when the ionic states are described by the
same valence orbitals that are involved in the excited states. An attempt to visualize
this Koopmans correlation is made in Fig. 3.2, where the electron configuration
in a molecular orbital picture is depicted for the ground state, S0, the first excited
state, S1, the first ionic state, D0, and the second ionic state, D1, for a generic
molecular system. HOMO is the highest occupied molecular orbital, HOMO - 1
is the second highest occupied molecular orbital, HOMO - 2 is the third highest
occupied molecular orbital, and LUMO is the lowest unoccupied molecular orbital.
When the molecule transitions from S0 to S1 an electron is excited from the HOMO
to the LUMO. Now, consider ionizing the system and removing an electron. The
weakest bound electron, the electron in the LUMO, would be the likeliest candidate
to be removed from the system, and this would leave the system with the electron
configuration for D0. Therefore, one would say that ionization from S1 is correlated
to D0 and not to D1, because that would require the removing of a more deeply
bound electron and the reordering of the remaining electrons.

Figure 3.2: Electron configuration in a molecular orbital picture for the ground
state, S0, the first excited state, S1, the first ionic state, D0, and the second ionic
state, D1, for a generic molecular system.
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Figure 3.3: The blue diamond data points show VUV-pump UV-probe measure-
ments performed on pyrrole (C4H5N) respectively. a) A pyrrole decay constant,
τ = 162 fs, is extracted from a mono-exponential fit with a χ2 = 2.3. The residual
plot for this mono-exponential fit to the pyrrole data is shown in the inset. b) Two
exponential decay constants, τ1 = 68 fs and τ2 = 253 fs, are extracted from a dual-
exponential fit with a χ2 = 1.2. The residuals, shown in the inset plot, are randomly
distributed, indicating that this fit is more consistent with the measurements.

3.3 Results and Analysis
The parent ion yield for pyrrole, C4H5N+, as a function of VUV-pump UV-probe
delay is shown as blue diamonds in Fig. 3.3. At negative delays the UV-probe
pulse comes before the VUV-pump pulse, while for positive delays the VUV pulse
comes first. For the simplest fit a mono-exponential decay is assumed to describe
the molecular dynamics. In order to account for the finite duration of our pump and
probe pulses (which have a Gaussian temporal profile), a Gaussian convolved with
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a decaying exponential is used as the fitting function.
Looking at the fit in panel a of Fig. 3.3, it is obvious that the mono-exponential

pyrrole fit does not describe our data well after 400 fs. The residual plot, Fig. 3.3
panel a inset, for the pyrrole pump-probe data fit to a mono-exponential clearly has
structure, and the fit has a χ2

ν = 2.3. χ2
ν is the reduced-χ2 of the fit and is defined

as the χ2 of the fit divided by the degrees of freedom of the fit. The χ2
ν value of 2.3

indicates that the fit does not accurately reflect the measurement.
Panel b of Fig. 3.3 shows that a dual exponential function fits the data well

with a χ2
ν value of 1.2. The decay constants are 68 fs and 253 fs instead of the 162

fs obtained from the mono-exponential fit. Fig. 3.3 panel b inset is the residual
plot for the dual-exponential fit. The residual is randomly distributed, indicating
that we have a good fit to our data and that a double exponential decay provides a
reasonable description of our measurement.

3.4 Kinetic Models
The clear dual exponential nature of the pyrrole data encourages one to try and con-
struct simple kinetic models in order to develop a physical interpretation. Several
kinetic models were constructed, shown in Fig. 3.4, to describe this system. In
these models, k is the decay constant between two states and correspond to 1/τ
values in the text.

Figure 3.4: Different Decay Schemes

In Fig. 3.4 a) the simplest scheme is shown has two different decay channels
from the same state. The population in N1 can be ionized by the probe to produce
the parent ion. The total ionization yield is proportional to the population in N1,
which is

N1 = N1(0)e−(k1+k2)t. (3.1)
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In this model N1(0) is the initial population in N1 (derivations are presented in the
following section). This model yields a single exponential, hence it cannot explain
the double exponential nature of our pyrrole data.

We then consider Fig. 3.4 b). Here is an effective three level model for the
dynamics, where decay from the initial excited state to an intermediate state gives
one timescale, while decay of this intermediate state to the ground state gives the
second. Both the initial excited state and intermediate state can be ionized by the
probe pulse to produce the parent ion. In this simple picture, the total ionization
yield is proportional to the sum of the populations,N , in the intermediate and initial
states, N1 and N2, with

N = N1(0)
[
1 + k1

k2 − k1

]
e−k1t − k1

k2 − k1
N1(0)e−k2t. (3.2)

This model would seem to explain the fit to a double exponential with two distinct
decay constants. But, when one constrain the fit of the data to Eq. 3.2, and the
amplitudes are constrained by k1 and k2, the fit cannot capture the dynamics.

Finally, Fig. 3.4 c) is considered where one has two parallel decays (5 level
system). The initial excited state, N1, is said to decay via two channels, N2 and
N3. From N2 the system decays into N4 and from N3 the system decays into N5.
Again, it is assumed that the total ionization yield is proportional to the sum of the
populations, N , in the intermediate and initial states N1, N2, and N3. In this model,
the combined signal, N , is

N =
[
N1(0) + N1(0) k1

k3 − k1 − k2
+ N1(0) k2

k4 − k1 − k2

]
e−(k1+k2)t

−N1(0) k1
k3 − k1 − k2

e−k3t −N1(0) k2
k4 − k1 − k2

e−k4t. (3.3)

This model, even with the constrained amplitudes, fits our data very well. This
model gives values τ1 = 293 fs, τ2 = 84 fs, τ3 = 290 fs, and τ4 = 70 fs with a χ2

ν of
1.26.

While this model fits our data well, the real dynamics are undoubtedly much
more complicated. These kinetic models show that the double exponential nature
we see in the pyrrole data cannot be accurately described by the simple pictures
seen in Fig. 3.4 a) and b). This is not surprising, considering the complexity of
pyrrole’s relaxation dynamics with many states involved.
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3.4.1 Derivation of Sequential Kinetic Model
The sequential kinetic model shown in panel b of Fig. 3.4 is attained by deriving
the populations as a function of time in states N1 and N2. First, the population in
N1 is solved

dN1(t)
dt

= −N1k1, (3.4)

which becomes
N1(t) = N1(0)e−k1t. (3.5)

With the solution to the population as a function of time in N1 one can solve for the
population as a function of time in N2 starting with

dN2(t)
dt

= k1N1(t)− k2N2(t). (3.6)

Plug in the solution for N1 and the expression

dN2(t)
dt

= k1N1(0)e−k1t − k2N2(t) (3.7)

is obtained. Multiplying through by ek2t and rearranging the equation one gets

ek2t

[
dN2(t)
dt

]
+ k2e

k2tN2(t) = k1N1(0)e−k1tek2t. (3.8)

Using the fact that

d
[
ek2tN2(t)

]
dt

= ek2t

[
dN2(t)
dt

]
+ k2e

k2tN2(t) (3.9)

and simplify the left hand side of Eq. 3.8 so that one gets

d
[
ek2tN2(t)

]
dt

= k1N1(0)e(k2−k1)t. (3.10)

Integrating Eq. 3.10 yields

ek2tN2(t) = k1

k2 − k1
N1(0)e(k2−k1)t + C. (3.11)

Using the initial condition that at t = 0 the populationN2 = 0, gives C = −k1N1(0)
k2−k1

.
Plugging this back into Eq. 3.11 one can write the population of N2 as a function
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of time as
N2 (t) = k1

k2 − k1
N1(0)

[
e−k1t − e−k2t

]
(3.12)

The total population that can be ionized by the probe is NTotal = N1 +N2, and can
be written as

NTotal(t) = N1(0)
[
1 + k1

k2 − k1

]
e−k1t − k1

k2 − k1
N1(0)e−k2t. (3.13)

3.4.2 Derivation of the Parallel Decay Kinetic Model
The parallel decay model in panel c Fig. 3.4 can be derived using the same pro-
cedure outlined for the sequential decay model. First, one solves for N1 and the
expression

N1(t) = N1(0)e−(k1+k2)t (3.14)

is obtained. Then, using this solution one solves for the population in N2

N2(t) = N1(0)k1

k3 − k1 − k2
e−(k1+k2)t − N1(0)k1

k3 − k1 − k2
e−k3t, (3.15)

and the population in N3

N3(t) = N1(0)k2

k4 − k1 − k2
e−(k1+k2)t − N1(0)k2

k4 − k1 − k2
e−k4t. (3.16)

From this one can calculate the total population that can be ionized by the probe as

NTotal(t) =
[
N1(0) + N1(0)k1

k3 − k1 − k2
+ N1(0)k2

k4 − k1 − k2

]
e−(k1+k2)t

− N1(0)k1

k3 − k1 − k2
e−k3t − N1(0)k2

k4 − k1 − k2
e−k4t.

(3.17)

3.5 Discussion
Even though the two stage kinetic model does not fit the experiment well, the dual-
exponential fit implies a two stage process indicating two time-scales for internal
conversion, or internal conversion followed by dissociation. In order to determine
whether the decay of the parent ion involves dissociation, the fragment ion yield
is monitored. The most relevant fragment ion is C4H4N+, as dissociation along
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the N-H coordinate is the most likely to occur [47, 48, 49]. The calculation of the
energy levels along the N-H stretching coordinate indicate that the 4.8 eV probe
photon energy should be enough to ionize the molecule as it is dissociating along
the N-H coordinate. In addition, the calculations of the molecular orbitals for the
neutral and cation along the dissociation coordinate indicate that ionization along
the dissociation coordinate is not forbidden by Koopmans correlations. However,
in the TOFMS there is no distinct C4H4N+ peak, suggesting that there is no disso-
ciation. In order to allow for the possibility of a small amount of C4H4N+ being
formed but overwhelmed by the C4H5N+ signal in the TOFMS, the lower mass end
of the C4H5N+ peak is binned with a large enough window so we could capture the
C4H4N+ peak, if it were there. Fig.[3.5] shows that any C4H4N+ fragment which
is formed has the same decay dynamics as the parent ion (C4H5N+), indicating the
fragment ion is formed after ionization rather than in the neutral. If the molecule
were evolving on a dissociative potential after rapid internal conversion, one would
expect to see a delayed peak in the fragment dissociation yield. (A simple model
for why we would expect to see a delay in the fragment relative to the parent ion
peak will be discussed in Section 3.6: Model for Relative Delay Between the Parent
and Fragment Ion Yield from a Dissociative Potential).

Figure 3.5: Pyrrole parent ion C4H5N+ and C4H4N+ fragment ion yields as a func-
tion of pump-probe delay.

While the calculation of the energy levels along the N-H stretching coordinate
suggest that the 4.8 eV of photon energy should be enough to ionize the C4H4N+

fragment as it is dissociating, as an extra precaution we performed pump-probe
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measurements for higher UV pulse energies, such that one could ionize any neutral
fragments formed with an ionization potential higher than the UV photon energy
via two photon absorption. These measurements yielded the same results, giving
further evidence that there is negligible dissociation compared with internal conver-
sion to the ground state.

The fact that the pyrrole measurements cannot be fitted to a single exponential
decay implies that there is not a single rate limiting step in the case of pyrrole. Given
that the relaxation of pyrrole to the ground state starting with an internal energy of
8 eV involves many more states than the relaxation after 5 eV excitation, it is not
surprising that there is more than one timescale involved.

3.6 Model for Relative Delay Between the Parent and
Fragment Ion Yield from a Dissociative Potential

Here a simple model is presented to support the argument that dissociation on an
excited potential energy surface after internal conversion would produce a delayed
peak in the fragment signal.

In this simple model there are five states. A pump pulse excites a fraction of
the population in N0 to N1, which represents a non-dissociative electronic state.
While the population is in N1 it can decay into state N2 (a dissociative state) with
some decay rate. A probe pulse can now transfer population from N2 to N3 and
population from N2 to N4. The population that ends up in N3 represents the parent
ion in this model, and the population that ends up inN4 represents the fragment ion.
A schematic of this simple level system can be seen in Fig. 3.6.

The system of differential equations used to describe this system are

dN0

dt
= −N0(0)e−(t/τpump)2

dN1

dt
= +N0(0)e−(t/τpump)2

− kN1 −N1e
−(t−∆t)2/τ2

probe

dN2

dt
= kN1 −N2e

−(t−∆t)2/τ2
probe

dN3

dt
= N1e

−(t−∆t)2/τ2
probe

dN4

dt
= N2e

−(t−∆t)2/τ2
probe .

(3.18)

With this model one can crudely simulate our pump-probe experiment. Taking
τpump and τProbe to be 100fs and checking to see if a delay in the parent and the
fragment ion yields can be seen. In Fig. 3.7 we used a decay rate, k in Eq. 3.18,
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Figure 3.6: Schematic of a simple rate equation model of dissociation dynamics.

from N1 to N2 of 1/100 fs, and it is clear that there is a delay in the peaks of the
parent and the fragment ion yields.

In Fig. 3.8, this decay constant was increased fromN1 toN2 to 1/20 fs and there
still is a discernible delay between the parent and the fragment ions even with this
very fast decay.
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Figure 3.7: A simple rate equation model of the dissociation a decay constant k
of 1/100 fs and a pump and probe pulse with 100 fs pulse durations. The arrows
indicate the maximum peak position for the parent and the fragment ions.
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Figure 3.8: A simple rate equation model of the dissociation a decay constant k
of 1/20 fs and a pump and probe pulse with 100 fs pulse durations. The arrows
indicate the maximum peak position for the parent and the fragment ions.
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3.7 Conclusion
We make use of a newly developed VUV-pump UV-probe apparatus to study the
ultrafast relaxation of highly excited pyrrole. Electronic structure calculations help
interpret the measurements, which show a two step decay process with time con-
stants of 68 fs and 253 fs. While earlier measurements that pumped the first absorp-
tion band at around 5 eV found a mix of dissociation and internal conversion, we
find that the decay of the excited state and our ionization signal is driven largely by
rapid internal conversion to the ground state.
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Chapter 4

Vibrationally Assisted
Below-Threshold Ionization

4.1 Introduction and Motivation
The conversion of electronic potential energy into nuclear kinetic energy is one
of the most ubiquitous features of photoexcited molecular dynamics. As a wave
packet moves down an excited potential energy surface following photoabsorption,
electronic potential energy is converted into nuclear kinetic energy. In a diatomic
molecule, kinetic and potential energy are exchanged every half period for motion
in a bound state. This exchange can be observed in many time resolved spectro-
scopies [77, 78]. However, in larger polyatomic systems with many degrees of vi-
brational freedom, the conversion of nuclear kinetic energy into electronic potential
energy is much harder to observe because the nuclear kinetic energy is distributed
over many modes.

The UV pump (260 nm, 4.77 eV) VUV probe (156 nm, 7.94 eV) time resolved
photoionization apparatus allows one to study this conversion of vibrational kinetic
energy into electronic energy via vibrationally assisted below threshold ionization.
I consider the ionization of 1,3-cyclohexadiene (CHD, C6H8), whose ionization
potential value is slightly above the photon energy of 7.94 eV. The excited state
dynamics of CHD has been the subject of intense study, [79, 80, 81, 82, 83], and
its neutral excited state dynamics are well understood. Initial excitation to the first
bright state (S1) is followed by rapid internal conversion to the ground states, with
some fraction of the molecules isomerizing to form 1,3,5-hexatriene (HT). It is well
established that there are no local minima on the excited state, and after about 200 fs
there is no longer any probability of finding the molecule in an excited state. Thus,
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with an ionization potential (IP) of 8.21 eV1, it is a prime candidate to explore
vibrationally assisted below threshold ionization. After excitation and internal con-
version, there is about 5 eV of energy in the vibrationally hot ground state. If some
of this energy can be converted into electronic potential energy, then this would
allow for below threshold ionization.

I contrast the measurements in CHD with similar measurements for cis,cis-1,3-
cyclooctadiene (cis,cis-COD, C8H12), which has similar relaxation dynamics to
CHD, but a higher IP of 8.58 eV.

4.2 Experimental Apparatus
As outlined in Chapter 2, a Ti:Sapphire laser (1.2 mJ, 1 kHz, 30 fs, 780 nm) is used
to generate ultrafast UV and VUV pulses. The cross-correlation time measured
in ethylene for the UV and VUV in these experiments is 200 fs. In conjunction
with a time-of-flight mass spectrometer (TOFMS), these pulses are used to perform
pump-probe ion yield measurements on CHD and cis,cis-COD. Gas-phase CHD
and cis,cis-COD molecules are injected into the vacuum chamber as a room tem-
perature effusive molecular beam.

4.3 Computational Methods
Conical intersections (CIs) between S0 and S1 were calculated by the collaborators
Pratip Chakraborty and Spiridoula Matsika for cis,cis-COD using the State Aver-
aged Complete Active Space Self Consistent Field (SA-CASSCF) method and the
cc-pVDZ basis set. An active space of 4 electrons in 4 orbitals (4,4) was used and 2
states were averaged (SA2-CASSCF). Linear interpolations in internal coordinates
at the SA4-CASSCF level were used to connect cis,cis-COD to the two CIs found,
and the CIs to the products. The conical intersection for CHD is taken from pre-
vious work [83]. Linear interpolations between CHD and the CI and HT and the
CI were computed using CASSCF(6,6) with the cc-pVDZ basis set and averaging
3 states. The computational packages Gaussian [84] and COLUMBUS [85] were
used for the CASSCF calculations.

Franck-Condon (FC) factors are defined as
∣∣∣〈ψvfinal|ψvinitial〉

∣∣∣2, where ψvinitial and
ψvfinal are the initial and final vibrational states. The FC factors for the molecular
systems are important for our interpretation of the experimental results, as will be

1The IPs used are all calculated at the EOM-IP-CCSD/6-311+G(d) level using Q-Chem. The
calculated and experimentally measured values are listed in Table 4.1. We do not have measured IPs
for all reactants, so we use the calculated values for consistency.
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discussed later in the Chapter. For the FC factor calculations, S0 and the D0 were
optimized at the B3LYP/6-31G(d) and UB3LYP/6-31G(d) levels, respectively, for
both molecules. Frequency calculations were performed at the same level of the-
ory in order to obtain the normal modes. FC factors between S0 and D0 for all the
molecules were calculated using ezSpectrum 3.0 code [86]. ezSpectrum 3.0 can cal-
culate the FC factors between the initial and target vibrational state wavefunctions
using two approximations: parallel normal modes approximation and Duschinsky
rotations of the normal modes as full-dimensional integrals. They have used the
latter method to do the calculations. The S0 and D0 minima for a molecule were
used as initial and target electronic states, respectively. As we were interested to see
ionization from the hot vibrational levels of S0 to the lowest lying vibrational levels
of D0, our collaborators kept the energy threshold for S0 at 4.20 eV, while that for
D0 was kept at 0.60 eV. The maximum vibrational excitations in the initial state and
the target state were taken as 5 and 2 respectively in order to keep the calculations
tractable. The spectrum intensity threshold was set at 10−7. The optimizations and
frequency calculations were performed using Q-Chem software [74], and MacMol-
Plt [87] was used to visualize the molecules and normal modes. IPs for all systems
were calculated at the EOM-IP-CCSD/6-311+G(d) level using Q-Chem.

4.4 Experimental Results
UV pump VUV probe experiments were performed on CHD, and the results for
fragment C6H+

7 can be seen in Fig. 4.1. In the UV pump VUV probe measure-
ments conducted, the most prominent signal is from the parent ion (C6H+

8 ). How-
ever, since the parent ion can be formed by two photon absorption from the pump
pulse, there is substantial background in the pump-probe signal. Therefore, the at-
tention was focused on the C6H+

7 fragment, which is background free, but can still
be formed by single photon absorption from each of the pump and probe pulses. The
appearance energies (AEs) of the fragments in CHD are taken from the electron-
impact measurements in [88]. The total energy available from absorption of both
UV and VUV pulses is 12.7 eV, so energetically it is possible to form the parent
ion, C6H+

8 , as well as C6H+
7 (AE = 10.82 eV).

Figure 4.1 shows the C6H+
7 yield as a function of pump probe delay. The at-

tention was focused on the difference in ion yield between positive and negative
delays. At negative time delays the VUV pulse precedes the UV pulse, and vise
versa for positive time delays. The pump-probe data shows a cooperative UV pump
VUV probe signal in C6H+

7 at time zero. After time-zero, when the UV pulse has
been incident on the molecule and it has undergone internal conversion down to the
ground state (where the ionization potential of both isomers is above the photon en-
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Figure 4.1: CHD pump probe data for C6H+
7 fragment.

ergy of the probe) one still measures a yield was still measured which is about 20%
of the yield in ionizing from the excited state (for which the probe is well above the
ionization potential) near zero time delay.

For comparison, UV pump VUV probe experiments were also performed on
a similar molecule, cis,cis-COD. The AEs of cis,cis-COD are not available, but
binning over all possible fragments in the TOFMS a pump-probe signal is seen for
the parent, C8H+

12, and the fragments C7H+
9 , C6H+

8 , and C5H+
7 . In contrast to CHD,

none of the resulting products from the UV pump VUV probe scan show any sign
of a ledge (below threshold ionization) after time-zero. The results of the pump
probe measurements can be seen in Fig. 4.2, where the fragment C6H+

8 has the
most prominent signal.
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4.5 Calculations
In order to interpret the persistence of a nonzero ionization yield for CHD at long
positive time delays, the excited state dynamics have to be considered in more detail
and a number of calculations have to be performed. As noted above, CHD is a
well studied molecule, and its relaxation dynamics after UV pumping have been
considered in detail [79, 80, 81, 82, 83]. The UV pump pulse launches a wave
packet on the bright S1 state (see Figure 4.7), which quickly changes character
diabatically because of an avoided crossing with the dark S2 state.

From the S1 state, two CIs have been identified between S1 and S0, with one
being symmetric and the other asymmetric. According to the reference [82], the
asymmetric CI dominates the relaxation dynamics. Fig. 4.3 a) shows a diagram of
the CI between the S1 and S0 states in CHD. Once on S0 again, the molecule can
go back to the original equilibrium neutral geometry in the ground state, CHD con-
figuration, or isomerize into 1,3,5 hexatriene (HT). The branching ratio for forming
ground state CHD versus HT has been measured to be 7:3, [80] (represented in the
figure as the quantum yield φ).

The excited state dynamics for cis,cis-COD after being pumped in the UV
have also been studied. UV pump IR probe femtosecond measurements have been
performed on COD by Fuss et. al. in [89], and nanosecond UV laser irradia-
tion of cis,cis-COD was performed in [90]. Our collaborators performed elec-
tronic structure calculations on cis,cis-COD and identified two possible CIs that
can lead to internal conversion back into its ground state, isomerization into cis-
bicyclo[4,2,0]oct-7ene (BCO), or isomerization cis,trans-1,3-cyclooctadiene (cis,trans-
COD). cis,cis-COD and cis,trans-COD have several conformers. They used the
lowest energy conformer in each case, which has a population of 70% and 99%, for
cis,cis-COD and cis,trans-COD, respectively. In Fig. 4.3 b) and c) they identify the
reaction pathways for the different CIs, the geometry of the molecule at the CIs,
and the relative quantum yields to the different photochemical products, φ, [89].
For cis,cis-COD, as in CHD, there are similar neutral state dynamics that lead to
ultrafast internal conversion and isomerization after excitation with the UV pump.
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Figure 4.3: Potential energy surfaces (PES) and relevant CIs for a) CHD that can
lead to isomerization into HT, b) cis,cis-COD that can lead to isomerization to BCO,
and c) cis,cis-COD that can lead to isomerization to cis,trans-COD. Where φ in-
dicates the quantum yield of the photochemical products [80, 89]. Blue [bottom
curve]⇒ S0, Red [middle curve in a) and top curve in b) and c)]⇒ S1, and Green
[top curve in a)]⇒ S2.
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In Table 4.1, the calculated vertical IPs are listed , calculated adiabatic IPs, and
the average of measured values for the IPs of all the relevant products. In Fig. 4.4,
a cartoon of a potential energy surface depicting the difference between vertical
and the adiabatic ionization potentials is shown. The vertical IP is measured as the
energy required to transition from the minimum of the ground state, S0, to the first
ionic state, D0. The adiabatic IP is the energy difference between the minimum of
S0 to the minimum of D0.

Figure 4.4: Cartoon of a potential energy surface a) depicting the vertical ionization
potential and b) depicting the adiabatic ionization potential.

From Table 4.1 one can see that the calculated vertical transition IPs are within
0.1 eV of the measured values. All of the vertical IPs of the possible products are at
least 0.26 eV or more above the probe photon energy. This indicates that the signal
in CHD at long times is not simply due to formation of an isomer with an ionization
potential lower than the probe photon energy.

Finally, in order to understand how ground state vibrations can lead to below
threshold ionization, the FC factors are looked at between excited vibrational levels
in the ground state, S0, and lower lying vibrations in the ground state of the cation,
D0. The aim is to identify high lying vibrational levels in S0 that have a good FC
overlap with low lying vibrational levels in D0, that can be ionized with 7.94 eV of
photon energy.

Fig. 4.5 shows the calculated FC factors squared for CHD, HT, cis-cis COD,
cis,trans-COD, and BCO. The calculated adiabatic IPs are used in each case. The
x-axis is the energy difference between the vibrational levels in S0 and D0. The y-
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Molecule Calculated
Vertical IP [eV]

Calculated
Adiabatic IP [eV] Measured IP [eV]

1,3-
cyclohexadiene

(CHD)
8.21 8.04

8.26
[88, 91, 92, 93, 94, 95, 96]

1,3,5-
hexatriene

(HT)
8.37 8.12

8.31
[88, 97, 98, 99]

cis,cis-1,3-
cyclooctadiene
(cis,cis-COD)

8.58 8.26
8.68
[94]

cis,trans-1,3-
cyclooctadiene
(cis,trans-COD)

8.42 7.98 N.A.

cis-bicyclo[4,2,0]
oct-7ene
(BCO)

9.13 8.87 N.A.

Table 4.1: Calculated vertical IPs, adiabatic IPs, and the average measured ioniza-
tion potentials for CHD and cis,cis-COD and their relevant isomers

axis is the FC factors squared for the different vibrational levels. The VUV photon
energy is indicated by a red [vertical] line in all the subplots in Fig. 4.5.

Fig. 4.5 a) shows the FC factors between vibrational levels in the ground state,
S0, and the first ionic state, D0, for CHD. Note that a significant fraction of the
vibrational levels in the hot S0 can be ionized to D0 with the probe pulse - those to
the left of the red line. This is also true for HT, but in contrast, note that a smaller
fraction of vibrational levels can be ionized for cis,cis-COD, cis,trans-COD, and
BCO. The magnitudes of the FC factors are also much smaller in cis,cis-COD,
cis,trans-COD, and BCO.
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Figure 4.5: Franck-Condon factors squared (|FCF |2) for vibrational levels in a)
CHD, b) HT, c) cis,cis-COD, d) cis,trans-COD, and d) BCO between their ground
states, S0, and first ionic states, D0. The red [vertical] line in each of the subplots
indicates the probe photon energy.
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4.5.1 CHD Relaxation Geometries
Fig. 4.6 shows the CHD geometries at the S0 minimum, the asymmetric CI, sym-
metric CI, and after isomerization into HT. The carbons are labeled one through six
in the S0 geometry.

Figure 4.6: CHD geometry at the S0 minimum (left), the asymmetric CI (top),
symmetric CI (bottom), and after isomerization into HT (right)

As the molecule goes through the symmetric and asymmetric CIs the position
of the carbons is documented in Table 4.2. The RMS displacement of the carbons
going through the asymmetric stretch is 0.68 Å, and the RMS displacement of the
carbons going through the symmetric stretch is 1.20 Å. If the molecule isomerizes
into HT the RMS displacement of the carbons is 1.85 Å.

Table 4.3 shows the calculated bond lengths for S0 and D0. They show that
going from S0 to D0 the single bonds compress and the double bonds expand.
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1-2 [Å] 2-3’ [Å] 3-4’ [Å] 4-5’ [Å] 1-6’ [Å] react(5-6) [Å] RMS D [Å]
CHD 1.35 1.46 1.35 1.51 1.51 1.53 –

Asymmetric CI 1.43 1.41 1.38 1.448 1.44 2.19 –
Symmetric CI 1.44 1.38 1.44 1.49 1.49 2.72 –

HT 1.47 1.35 1.47 1.34 1.34 3.35 –
Difference on bonds lengths from CHD

Asymmetric CI 0.08 -0.05 0.03 -0.06 -0.07 0.66 0.68
Symmetric CI 0.09 -0.08 0.09 -0.02 -0.02 1.19 1.20

HT 0.12 -0.11 0.12 -0.17 -0.17 1.83 1.85

Table 4.2: Calculated C-C bond movement for CHD

1-2 [Å] 2-3’ [Å] 3-4’ [Å] 4-5’ [Å] 1-6’ [Å] react(5-6) [Å]
CHD D0 1.39 1.42 1.39 1.48 1.48 1.54
CHD S0 1.35 1.46 1.35 1.51 1.51 1.53
D0 − S0 0.04 -0.05 0.04 -0.03 -0.03 0.01

Table 4.3: Calculated bond lengths for S0 and D0
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4.5.2 Vibrational Modes of CHD
Table 4.4 lists the vibrational modes in CHD. The geometry optimization and fre-
quency calculations were done with B3LYP/6-31G(d). Mode 27, in bold in Table
4.4, is the mode associated with the coordinate where high lying vibrational levels
in S0 having a good FC overlap with low lying vibrational levels in D0, and can lead
to ionization with a 7.94 eV probe. (More discussion in the next section).

Vibrational
Mode Number Frequency [cm−1] Vibrational

Mode Number Frequency [cm−1]

1 191 19 1214
2 302 20 1281
3 481 21 1370
4 520 22 1379
5 573 23 1419
6 675 24 1456
7 766 25 1500
8 782 26 1511
9 859 27 1660

10 940 28 1725
11 971 29 2981
12 973 30 2992
13 990 31 3076
14 1013 32 3076
15 1054 33 3166
16 1078 34 3173
17 1183 35 3188
18 1201 36 3197

Table 4.4: Vibrational Modes of CHD

4.6 Discussion
The fact that the bulk of the FC factors lie to the right of the red line in Fig. 4.5 for
cis,cis-COD, cis,trans-COD, and BCO, in addition to the fact that they are much
smaller than for CHD or HT is consistent with the measurements of hot ground
state ionization for CHD, but no hot ground state ionization for COD.
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The FC factors in Fig. 4.5 a) have a regular structure with a period of ∼0.2
eV, corresponding to the frequency of C-C stretching. This suggests that if C-C
stretching motion is activated during internal conversion, then it can lead to the
vibrationally assisted below threshold ionization. One considers whether the pas-
sage of the molecule through the relevant CI during internal conversion could excite
this motion. Figure 5 shows the normal mode which is mainly responsible for the
vibrational progression seen in the FC factors for CHD identified by our collabo-
rators. This mode involves the symmetric stretching of both double bonds in the
molecule. The figure also shows the derivative coupling vector at the conical inter-
section between S1 and S0. The motion indicated by this vector is also mainly along
the stretching motion of the C-C bonds, and it will be activated as the wavepacket
passes through the CI. The similarity between the coupling vector and the normal
mode indicates that much of the electronic energy converted to vibrational energy
after passing through the CI will be excitation along the normal mode shown. An-
other indication of the vibrational excitation along the C-C modes is given by cal-
culating the RMS deviation of the six C-C bonds in CHD between the FC region
and the CI.
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Figure 4.7: In S0 and D0, vibrational levels and wavefunctions are sketched to
illustrate the Franck-Condon principle that can lead to below threshold ionization.
CHD energy level cartoon illustrating the FC overlap argument for vibrationally
assisted ionization. At the conical intersection between S0 and S1 is a picture of
the molecule with the motion of the carbons along the derivative coupling vector
indicated. Next to S0, is a picture indicating the normal mode motion associated
with the coordinate for which the high lying vibrational levels in S0 have good FC
overlap with low lying vibrational levels in D0.
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In Section 4.5.1: CHD Relaxation Geometries, are the calculated C-C bond
lengths at the S0 minimum , the symmetric CI, the asymmetric CI, and HT ge-
ometries. The RMS displacement of the carbons at the asymmetric CI from their
initial S0 minimum geometry is 0.7 Å, indicating that there is indeed substantial
C-C stretching activated during passage through the CI. The bond lengths for S0
and the D0 are also calculated. Going from S0 to D0, the double bond expand while
the single bonds compress, and this is reflected in the progression seen in the FC
factors associated with vibrational mode 27, shown in Fig. 4.7, at 1660 cm−1 (0.2
eV, see Section 4.5.2: Vibrational Modes of CHD) .

In cis,cis-COD, cis,trans-COD, and BCO the FC factors at 7.94 eV are just too
small to see significant below threshold ionization.

Before concluding, another possibility that is considered in order to interpret
the results is excitation of vibrationally hot CHD into a neutral Rydberg state by
the probe, from which the molecule can autoionize as a result of the excess vibra-
tional energy. The absorption spectrum of CHD can be found in [100, 101, 102],
and there is a strong absorption band at 7.94 eV. The question then is whether ab-
sorption to such a high excited neutral state can lead to autoionization. In order
to address this question the character of the states was examined that lead to the
strong absorption at 7.94 eV, and the probability of ionization for states 0.1 - 0.3
eV below threshold was considered. In [103] it is indicated that autoionization of
anthracene and naphthalene with 1-2 eV of vibrational energy only takes place for
energies up to 0.1 eV below the ionization threshold. Furthermore, the character
of the state which dominates the absorption at 7.94 eV is that of a valence state
(81A(V3)). This would require internal conversion prior to autoionization, and the
internal conversion would lead to lower electronic states, which are even less likely
to autoionize. Therefore, it is argued that the ionization yield that is measured for
positive pump-probe delays is dominated by vibrationally assisted ionization rather
than Rydberg excitation followed by autoionization.

4.7 Conclusion
Below threshold ionization of 1,3-cyclohexadiene is observed, which is interpreted
in terms of vibrationally assisted ionization, where vibrational energy is converted
to electronic energy. This is facilitated by the excitation of C-C stretching vibra-
tions, which are activated during internal conversion from the photo-excited state
down to the ground state.
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Chapter 5

Strong and Weak Field Ionization in
Pump-Probe Spectroscopy

5.1 Introduction
In recent years, there has been significant debate about the relative merits of strong-
field ionization (SFI), which involves multi-photon absorption, versus weak-field
ionization (WFI), where a single photon is absorbed, as probes of excited state
dynamics in molecules.

As mentioned in Chapter 1, SFI has the advantage of enabling one to use wave-
lengths with relatively low photon energies, which tend to be easier to generate,
have less material dispersion to compensate for, and are readily transmitted by most
standard window material. In SFI, one can increase the intensity of the laser pulse
in order to drive higher order multiphoton processes, therefore one does not have to
worry about effectively “running out” of photon energy as a wave packet undergoes
internal conversion. However, calculations of an N electron molecule in a strong
field are computationally expensive and difficult to carry out for multiple molecular
geometries.

Within the SFI regime there are two subclassifications of ionization. The first
of these two subclassifications is multiphoton ionization. In multiphoton ionization
one can use the same general picture used in WFI, where the electromagnetic field
is quantized. Instead of absorbing a single photon to ionize the system, multiple
photons can be absorbed. As in WFI, the energy difference between what is re-
quired to ionize the system and the energy that is absorbed from the field is carried
away by the electron in the form of translational kinetic energy. The second of these
two subclassifications is tunnel ionization. In tunnel ionization the external field is
assumed to be classical, and that the field is intense enough to tilt the binding po-
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tential of the system. If the tunneling frequency of the electron wave function is
much larger than the frequency of the external field, then the electron has the ability
to tunnel out and subsequently ionize the system.

On the left-hand side of Fig. 5.1 is a cartoon showing SFI in the tunneling
regime. The figure tries to show that in the SFI regime the ionization is not neces-
sarily of the valence electron. As derived in [104], the tunnel ionization rate goes
exponentially with the ionization potential of the system. Therefore, if the ioniza-
tion potential for different electronic states are only slightly different then there can
be significant contributions to the ionization from multiple states. Hence, multiple
electrons are circled in gray to indicate that more than one electron can contribute
to the ionization.

Figure 5.1: A cartoon depicting SFI on the left-hand side and WFI on the right-hand
side.

The right-hand side of Fig. 5.1 is a cartoon depicting WFI, where there is clearly
no significant stark shifting of the system. The advantage of WFI as a probe of
molecular dynamics is that one can write an solution to describe the interaction
using perturbation theory that accurately captures the ionization dynamics, and can
be calculated with reasonable computational time. As mentioned in Chapter 1 and
shown in Fig. 5.1, the total ion yield for each molecular geometry in the WFI
perturbative regime produced by a dynamics calculation can be expressed in terms
of a Dyson orbital as:

Ion Yield ∝
∣∣∣〈ψek ∣∣∣ ε̂ · r ∣∣∣φD〉∣∣∣2 〈φD ∣∣∣φD〉 , (5.1)

where ε̂ is the polarization direction of the light, r the position operator, ψek the free
(continuum) electron wave function with momentum k, and

〈
φD

∣∣∣φD〉 is the Dyson
norm. The figure also shows the in the WFI regime, with energies just above the
ionization potential, one ionizes a valence electron, indicated with the gray circle.
However, the generation and implementation of the appropriate wavelengths (pho-
ton energies) can be challenging, material dispersion become significantly worse
as one moves towards the VUV, VUV pulses must be generated and propagated in
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vacuum, and there are few materials that can be used to transmit these wavelengths.
The fixed energy of the probe can cause one to effectively “run out” of photon en-
ergy and not allow one to follow the full dynamics from excited states back down
to the ground state. Also, molecules can have strong Rydberg absorption bands that
have larger oscillator strengths than the lower lying transitions one wants to study,
thus making the analysis more difficult.

The goal of the work presented in this Chapter is to do a detailed comparison
of SFI and WFI on the same molecule with the same detection techniques. Two
different kinds of excited state dynamics are considered, internal conversion and
dissociation, in two different molecules, and the measurements are compared di-
rectly with high level dynamics calculations in order to assess the relative strengths
and weaknesses of the two approaches. Earlier work found significant differences
between multi-photon ionization with a 1.55 eV probe and single photon ioniza-
tion with a 14 eV probe [105]. The goal of this previous work was to determine
which regime was more sensitive to molecular dynamics, whereas here the goal is
to demonstrate which approach can be best compared quantitatively with calcula-
tions of the excited state dynamics.

A comparison of WFI and SFI is carried out by following dissociation in di-
iodomethane, CH2I2, and internal conversion in uracil. The excited state dynamics
of both diiodomethane and uracil have been the subject of intense theoretical and
experimental studies [107, 108, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118,
119, 120, 106, 121, 122, 123, 124, 125, 126, 127]. Fig. 5.2 shows one dimen-
sional representations (cartoons) of the relevant potential energy surfaces for both
molecules. In CH2I2 (panel a of Fig. 5.2), earlier studies concluded that after being
pumped with UV light at 260 nm, the molecule undergoes direct dissociation [122],
producing CH2I and I fragments. For uracil (panel b of Fig. 5.2), excitation with
a pump pulse centered at 260 nm promotes the molecule to the first bright excited
state, S2, which is predominantly of ππ∗ character near the ground state minimum
(Franck Condon point). From S2, the molecule can undergo radiationless decay via
two seams of conical intersections S2/S1 and S1/S0. It is generally accepted that
there is population trapping on S1, while the extent of trapping on S2 depends on
the barrier on that surface. While intersystem crossing has been found to play a role
in the relaxation dynamics of uracil [120], triplet states are not shown in the cartoon
for the sake of simplicity.

5.2 Experimental Setup
These measurements are conducted with the use of a time-of-flight mass spectrom-
eter (TOFMS). UV (260 nm, 4.8 eV) and VUV pulses (156 nm, 7.95 eV) are used
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Figure 5.2: Cartoons showing the excited state dynamics in a) CH2I2 after UV
absorption [106], and b) uracil after UV absorption [107]. The different ionization
probes for WFI (solid magenta line) and SFI (dashed red line) are also indicated.

to perform pump-probe ion yield measurements. The details of the apparatus can
be found in Chapter 2.

The IRF of the apparatus for the CH2I2 data is ∼ 100 fs, and for the uracil
measurements the IRF is ∼ 200 fs. This is due to the fact that the uracil data
was taken before the time resolution of the apparatus was improved (see Chapter
2). Since uracil’s dynamics are on much longer timescales than the IRF of the
system it was deemed sufficient for this study. Gas-phase diiodomethane and uracil
are injected into the system as an effusive molecular beam at 25◦C and 200◦C,
respectively.
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5.3 Experimental Results
For WFI UV-VUV pump-probe measurements performed on diiodomethane,
CH2I2, transient ion yields for the parent ion, CH2I+

2 , and the fragment ion, CH2I+,
are observed. The total energy available following the absorption of one photon
from each of the pump and probe pulses is 12.75 eV. The observation of the parent
and this fragment ion are consistent with previous measurements [128, 129, 130,
131], where the appearance energies (AE) of CH2I+

2 and CH2I+ are about 9.46 and
10.49 eV respectively.

The total ion yield pump-probe signal for both SFI and WFI of CH2I2 can be
seen in Fig. 5.3 a) plotted on the same graph. Negative time delays are shaded gray,
because attention should be focused on positive time delays where the UV-pump
precedes the VUV-probe. The SFI data for CH2I2 was taken by Dominik Geissler
for his Master’s Thesis work [132]. Both methods reveal a very fast ∼50 fs de-
cay, but the SFI measurements show a longer component to the decay (∼ 400 fs).
Since the excited state dynamics in both experiments are identical, the differences
in the measured signals must be due to differences in the interaction between the
molecules and the probe pulse - i.e. the difference in the measurements comes from
the different sensitivities that WFI and SFI have to the excited state dynamics. It
is believed that this longer decay in the SFI CH2I2 pump-probe signal is due to a
multiphoton resonance which enhances the ion yield as the molecule dissociates
[105, 21, 22, 23, 24, 19, 20, 25]. As the wavepacket dissociates on the neutral ex-
cited state, the molecular structure can be such that n-photons (n < IP/hν) from the
strong field probe can come into resonance with an intermediate state, between the
excited state and the continuum, increasing the ionization rate. This interpretation
is consistent with earlier measurements of multi-photon resonances in SFI of halo-
genated methane molecules [20]. Since one doesn’t know a priori (i.e. without car-
rying out detailed electronic structure calculations for different molecular geome-
tries) whether resonances will modify the ion signal versus structure/configuration
for SFI, one cannot know whether the SFI signal versus time is directly connected
to changes in molecular geometry, or distorted by the intermediate dynamic reso-
nances that occur.

In the uracil UV-VUV WFI pump-probe experiments, the parent ion was mea-
sured, C4H4N2O+

2 , and the fragment ion measured with mass 69 in atomic mass
units (AMU) in the TOFMS. These observations are consistent with photon impact
AE (9.15 ± 0.03 eV for the parent ion and 10.95 ± 0.05 eV for the fragment ion,
C3H3NO+ (mass 69 AMU) [133]). The appearance energies of other fragments are
all greater than 12.75 eV.

The total ion pump-probe signal for WFI UV-VUV pump-probe experiments
and SFI UV-IR pump-probe experiments on uracil can be seen in Fig. 5.3 b). The
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Figure 5.3: a) Weak-field UV-VUV and strong-field UV-IR total ion yield pump-
probe measurement on diiodomethane. b) Weak-field UV-VUV and strong-field
UV-IR total ion yield pump-probe measurement on uracil.

SFI experiments presented here were carried out by Marija Kotur as part of her PhD
thesis work [134]. For SFI, it was found that the exact structure of the pump-probe
signal can vary with the intensity of the probe, which highlights one of the major
difficulties working with the SFI as a probing mechanism (see Section 5.3.5: Error
Bar Determination for Uracil Strong-Field Ionization Measurements).

Analyzing the WFI and SFI results on uracil and performing χ2 fitting it became
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clear that the pump-probe signals consist of two decay timescales, one short and one
long (details of this fitting can be seen in Section 5.3.1: CH2I2 and Uracil Fitting
Results). The SFI and WFI signals have similar long decay timescales, but they
differ significantly for the shorter time-scales. The SFI yield has a sharp peak at
zero time delay, which is not seen in the WFI scan. As in the case of CH2I2, given
the same dynamics excited by the pump-pulse, the difference in signal must derive
from differences in the sensitivity of the two probes. The sharp peak near zero delay
in the SFI data could be due to multiple effects: an enhancement in the multi-photon
ionization yield due to the overlap of the pump and probe pulses, a distortion of the
potential energy surfaces by the strong field of the probe pulse, or to the greater
sensitivity of the SFI yield to wave packet motion away from the FC region. In any
case, it is clear that SFI exaggerates, or distorts the motion of the wave packet near
the FC region.

Figure 5.3 illustrates one of the difficulties in only looking at decay constants
to compare an experiment to theory. The SFI measurements can not be fitted to a
single exponential decay in either of the two cases considered here. Comparing one
decay time from a multi-parameter fit with several decay components to theory can
be very misleading. The fit parameters can be coupled and the relative importance
of a given decay time depends on the details of the fitting procedure. For example, if
the fit amplitudes for different timescales differ greatly, it is hard to appreciate how
much each plays a role. The difficulty of just looking at time-constants without
their corresponding amplitudes is apparent from looking at Fig. 5.3 panel b). For
the WFI uracil data the relative amplitudes of the short and long decays are similar,
whereas for SFI the relative amplitude to the short decay is much larger than the
long decay. Comparing the time constants of the SFI and WFI uracil data does not
justly convey their stark differences at short timescales. Also, for the SFI uracil
data, at a first glance, the most important feature appears to be the rapid decay away
from timezero, but it turns out that it is actually not.

As a result, it is argued here that the best test of quantitative agreement between
a particular theory and experiment is to plot the experiment and theory together on
the same graph.

5.3.1 CH2I2 and Uracil Fitting Results
Instead of looking at the total ion yield it can also be informative to look at the
pump-probe signal of the different fragments produced and to fit the results.

First, the fitting functions for the data must be defined. For all the data col-
lected it is assumed that the UV and VUV pulses are Gaussian in time, then the
apparatus’ impulse response time, σ, is dictated by the pulse durations. Therefore,
σ is essentially the convolution of the pump and probe pulse durations. t0 corre-

89



sponds to time-zero (where the UV and VUV pulses are overlapped). An and τn
are the amplitude and decay constant for the molecular decay, where n indicates the
number of exponentials used in the fit. The minimum n is used that gives χ2

ν ∼ 1
(χ2

ν = χ2/ν is the reduced χ2 of the system, were ν is the degrees of freedom of
the measurement). Θ is the Heaviside step function, and is used to ensure that the
molecular dynamics cannot initiate until the excited state is populated.

The fitting function for the WFI CH2I2 data and for the SFI CH2I2 parent ion
data is

f(t) = e−
(t−t0)2

2σ2 ⊗
[
Θ (t− t0) �

(
A1e

− (t−t0)
τ1

)]
, (5.2)

and the fitting function for the WFI CH2I2 fragments ion data is

f(t) = e−
(t−t0)2

2σ2 ⊗
[
Θ (t− t0) �

(
A1e

− (t−t0)
τ1 + A2e

− (t−t0)
τ2

)]
. (5.3)

The WFI UV-VUV CH2I2 pump-probe scans for the parent and the fragment
ions together with fits can be seen in Fig. 5.4 a). The SFI results and fitting of
CH2I2 can be seen in Fig. 5.4 b).

The results of the fitting of the parent ion for both SFI and WFI give consistent
decay constants, but some discrepancy between the yields for the two methods ap-
pears in the fragment ion data. Both methods reveal a very fast ∼ 50 fs decay, but
the SFI data also show a longer component to the decay with τ = 380 fs.

The fitting function for the uracil data was slightly more complicated. As men-
tioned in the Chapter 2, the dichroic mirror which combines the UV-pump pulse
and VUV-probe pulse does not act as a perfect filter for the residual UV used to
generate the VUV, and a 5% of this UV is reflected and generates a UV-pump UV-
probe background signal in the uracil data. This UV-pump UV-probe background
was discussed in Chapter 2, but because of the long timescales involved in uracil
the 1 ps delay, due to the group velocity dispersion of the CaF2 window, between
the UV-pump VUV-probe signal and the UV-pump VUV-probe signal is still well
within the decay dynamics of uracil.

UV-pump UV-probe background scans are taken with the IR to generate the
VUV blocked. This UV-pump UV-probe alone signal has to be subtracted from
the UV-pump VUV-probe scans that have the residual UV-pump UV-probe signal
in them. As shown in Chapter 2, if there is no VUV generation there are more
UV photons available in the interaction chamber, and UV-pump UV-probe signal
increases. This makes a straight subtraction of the two signals more difficult.

In Fig. 5.5 the green diamonds represent the raw uracil parent ion yield signal
that is recorded. It is evident that there are two peaks. The first peak, at 0 fs, is the
UV-pump VUV-probe signal, and the second peak, at ∼ 1000 fs, is the UV-pump
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Figure 5.4: a) Weak-field UV-VUV pump-probe measurement and fitting on di-
iodomethane. b) Strong-field UV-IR pump-probe measurement and fitting on di-
iodomethane.

UV-probe signal. The background pump-probe scans performed with only the UV
in the chamber in order to characterize the background signal can be seen in the
inset of Fig. 5.5.

Since the UV-pump UV-probe signal cannot simply be subtracted from the data,
the UV-pump UV-probe dynamics are incorporated into the fit. The overall fitting
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Figure 5.5: The green diamonds are the raw data collected for the parent ion that
contain both the UV-pump VUV-probe and UV-pump UV-probe signals. The red
solid curve is the full fit given by Eq. 1. The dashed cyan curve is the UV-pump
VUV-probe fit component. The purple dashed-dotted curve is the UV-pump UV-
probe fit component. The inset plot is contains UV-pump UV-probe data taken
without any VUV present. The light blue diamonds are the UV-pump UV-probe
data and the dashed-dotted purple line is the fit to the UV-pump UV- probe data.

function for the WFI uracil data is

f(t) = e−
(t−t0)2

2σ2 ⊗
[
Θ (t− t0) �

(
A1e

− (t−t0)
τ1 + A2e

− (t−t0)
τ2 + A3

)]

+ e
−

(t−t′0)2

2σ′2 ⊗
[
Θ (t− t′0) �

(
A′ � e−

(t−t′0)
τ ′

)]
.

(5.4)

This fitting function has two main components: the first component is the UV-pump
VUV-probe signal, and the second is the UV-pump UV-probe signal. The convolu-
tion of the UV-pump and VUV-probe pulse durations is again σ, and t0 corresponds
to time-zero (where the UV and VUV pulses are overlapped). t′0 represents the
time-zero for the two UV pulses, and σ′ is the time resolution of the UV-pump UV-
probe signal in the apparatus. A′ and τ ′ is the amplitude and decay constant for the
UV-pump UV-probe molecular decay. Θ is again the Heaviside step function.

From these background scans, Fig. 5.5 inset, it is possible to extract t′0, σ′, and
τ ′ to use in Eq. 1, which are then fixed when doing the fitting of the combined UV-
pump VUV-probe and UV-pump UV-probe scan. The purple dashed-dotted curve
in the main plot of Fig. 5.5 is the fit to the UV-pump UV-probe component, and
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is the same as the purple dashed-dotted line in the inset (except for the amplitude
factor A′).

In Fig. 5.5, the red curve is the complete fit, shown in Eq. 1, with both the UV-
pump VUV-probe and UV-pump UV-probe components. The cyan dashed curve is
the UV-pump VUV-probe fit. Characterizing the UV-pump UV-probe background
signal independently of the VUV signal enables fitting to the UV-pump UV-probe
data, and then it is possible to subtract the UV-pump UV-pump contribution from
the raw data and generate the plots in Fig. 5.3 and Fig. 5.8.

The UV-VUV fit also consists of two exponential decays and a constant. A1 and
τ1 characterize the amplitude and decay constant for the first decay. A2 and τ2 are
the amplitude and decay constant of the second decay. The constant, A3, represents
the population that has a decay constant on the order of nanoseconds, so on these
timescales it manifests itself as a constant.

In the WFI data there is a ledge in both the parent and the fragment ion data.
By a ledge it’s meant that the ion yield from before time-zero is lower than the ion
yield at long time delays (if the molecule were relaxing back to its ground state one
would expect these levels to be equal on either side of time-zero). So, this ledge is
encapsulated in the fit as A3.

A question that arises is, “What is the physical significance of this ledge?”. The
Dyson Norms [26, 107] tell us that the population trapped in S1 should mostly lead
to D1, which would then form the fragment ion. Therefore, the ledge seen in the
parent ion signal is not from population trapping in S1.

Figure 5.6: Parent ion yield in uracil with no multi-photon UV background signal.

One hypothesis for the ledge in the parent ion signal is that it is due to a mul-
tiphoton ionization background from the UV-pump. In order to get a better signal
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to noise ratio for the uracil data the UV intensity was increased, but this leads to
a multiphoton UV absorption and a background parent ion signal in the TOFMS.
The pump-probe signal sits on top of this multiphton ionization background signal.
According to our collaborators’ calculations, the VUV pulse alone can pump to a
Rydberg state of uracil, this Rydberg state is called SN . A cartoon of uracil’s po-
tential energy surface can be seen in Fig. 5.7 depicting the initiation of different
dynamics. Panel a shows that the absorption of two UV photons can cause multi-
photon ionization to from S0 to D0, panel b shows the UV launched dynamics on
S2 from S0 that one wants to study here, and panel c shows the VUV launched dy-
namics on a Rydberg state, SN , from S0. If the VUV pulse comes before the UV
pulse, that is generating this multiphoton ionization background, this can lead to
some depletion of the ground state, and subsequently cause less multiphoton signal
from the ground state. In Fig. 5.6 the data was retaken with no multiphoton UV sig-
nal visible in the TOFMS, and the ledge seen in the parent ion signal disappeared,
but the ledge in the fragment ion persisted with time constants consistent with what
had previously been extracted. This is what one would expect if the ledge in the
fragment ion signal was from trapping on the potential energy surface, and if the
ledge in the parent ion signal was from a multiphoton ionization background.

Figure 5.7: Cartoon of uracil’s potential energy surface depicting a) UV multipho-
ton ionization to D0 from S0, b) UV excitation to S2 from S0, and c) VUV excitation
to a Rydberg state SN from S0.

The parent and fragment ion yields along with fits for WFI UV-pump VUV-
probe experiments on uracil can be seen in Fig. 5.8 a). The SFI UV-pump IR-probe
experiments and fitting can be seen in Fig. 5.8 b).
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Figure 5.8: a) Weak-field UV-VUV pump-probe experiment on uracil. b) Strong-
field UV-IR pump-probe experiment on uracil

In uracil, error bars for a fit parameter in the WFI scans are determined by
the range over which χ2 changes by 1 from its minimum value. The SFI results
for uracil are sensitive to systematic effects (such as the laser intensity of the strong
field probe), and these systematic effects appear to be the main source of error in the
fitting for these experiments. To account for these in the calculation of uncertainties
in the SFI uracil data, four different data sets with varying probe intensity were
analyzed. Each data set was individually fitted. The results of this fitting can be
seen in Fig. 5.9 for both the parent and the fragment ion decay constants. The mean,
µ, and the mean plus and minus the standard deviation, σ, are also plotted. Unlike
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in the weak-field experiments, the error extracted from the individual data sets from
∆χ2 = 1 is much smaller than the variation in the decay constants from data set
to data set. This indicates that the dominant source of error in these experiments is
systematic.

Figure 5.9: Uracil decay constants extracted from strong field ionization experi-
ments with varying probe intensities in order to determine the systematic errors in
the experiment, so error bars can be set on the decay constants.

For the parent ion, C4H4N2O+
2 , the shorter decay, τ1 = 325±50 fs, is consistent

with either a rapid motion away from the Frank-Condon region, or a portion of
the wavepacket making a rapid non-adiabatic transition to S1 or S0. The longer
decay constant, τ2 = 2045 ± 260 fs, suggests that a portion of the wavepacket is
trapped in a minimum for several picoseconds. For the fragment ion, C3H3NO+,
time constants of τ1 = 455±100 fs and τ2 = 3250±150 fs were extracted. The SFI
results and fitting can be seen in Fig. 5.8 b). For the parent ion τ1 = 65± 10 fs and
τ2 = 2450± 130 fs. For the fragment ion τ1 = 80± 20 fs and τ2 = 3030± 140 fs.
Within the error bars the long decay constants for both the parent and the fragment
are consistent for both SFI and WFI, but this is clearly not the case for the shorter
decay constants.

The two probe techniques used here are probing the same dynamics in the same
molecule. Any differences between the detected signals from the two probe tech-
niques has to come from differences in the probing mechanism itself. Since the
long timescale dynamics measured with the SFI and WFI probes are consistent
it can be concluded that these dynamics are coming from neutral state dynamics
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within uracil. These long timescales could be indicative of some trapping of the
wave packet on the S2 minimum, but these measurements are not definitive. The
differences between the short time constants indicate that the SFI probe is driving
nonlinearities in the system that are distorting the neutral excited state dynamics
being measured.

5.4 Theoretical Results and Discussion
The differences between WFI and SFI as a probe of excited state dynamics are
highlighted by comparing theory and experiment. The calculations for CH2I2 were
carried out by our collaborators Philipp Marquetand and Tamás Rozgonyi, and the
calculations for uracil were conducted by our collaborators Pratip Chakraborty and
Spiridoula Matsika. For both molecules, they carried out trajectory surface hopping
calculations of the dynamics, using the SHARC [135, 136, 137] and NEWTON-X
[138, 139] packages. The ionization yield as a function of delay was based upon
the excited state populations as a function of time, with Dyson norms calculated in
addition for the case of CH2I2. Details of the CH2I2 calculation can be found in
Appendix B.1: CH2I2 Calculation Details.

For CH2I2 the calculations were done with SHARC based on MS-CASPT2
(multi-state complete active space perturbation theory second order) level of theory
[140] and coupled with Dyson norm calculations [141] in order to carry out a thor-
ough comparison to the experimental results. The convolution of the calculations
with the IRF of the apparatus, acquired from the ethylene VUV-UV pump-probe
scans, is required to accurately compare the experimental results to the theory. The
results of this analysis can be seen in Fig. 5.11 a).

The timescales involved in the CH2I2 molecular dynamics are shorter than the
IRF of our apparatus, and it must be verified that the experiment can distinguish
between different molecular dynamics timescales. To do this a comparison of the
experimental measurements with calculations is performed, where the dynamics
are stretched or contracted by factors of 1.5 and 2 prior to the convolution. The
stretched and contracted calculations together with the data can be seen in Fig.
5.10. It is clear from the figure that the measurements agree well with the original
calculation data, while disagreeing with the stretched or contracted data. This indi-
cates that the measurement contains more information than just an upper bound on
the dynamics or timescale.

For uracil, CASPT2 analytic gradients are not available and numerical gradients
would be computationally prohibitive. Therefore, dynamics are carried out on po-
tentials calculated at the complete active space self consistent field (CASSCF) and
multireference configuration interaction with single excitations (MRCIS) levels of
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Figure 5.10: Scaling the CASPT2 dynamics and Dyson norm calculation on di-
iodomethane and convolving with a 100 fs FWHM Gaussian to check the compari-
son between theory and experiment.

theory using the Columbus 7.0 and NewtonX packages [142, 143, 144]. CASSCF
dynamics calculations are performed to track the dynamics for 1 ps, and MRCIS
dynamics calculations, due to the greater computational complexity, are carried out
for only 500 fs. MRCIS is a higher level of theory than CASSCF, and is used to
check the validity of the CASSCF calculations. To compare these results to the UV-
pump VUV-probe signal the total ion yield is used, assuming that the total excited
state populations (S1 and S2) are ionized, and taking the S1 and S2 populations as
the total ion signal. To verify that this assumption is valid, earlier work from our
group and collaborators that studied the variation in the Dyson norms for ionization
of uracil from S1 and S2 was reexamined [107]. These results indicated that there
were no dramatic differences in the Dyson norms on these states in moving be-
tween the S2 minimum, the S1 minimum, and the S1/S2 CI geometries. Since only
these two states are involved in the dynamics, and there is not much variation in the
Dyson norms from these two states, therefore the Dyson norms are not calculated
at each point in the trajectories.

Again, the results of the computation were convolved with the IRF of the system
for an accurate comparison to the experiment. The results of this analysis can be
seen in Fig. 5.11 b). The agreement between the experimental WFI data and the
MRCIS and CASSCF calculations is quite good (details of the uracil calculations
can be found in Appendix B.2: Uracil Calculation Details).

The agreement between the WFI experimental data and the calculations high-
lights a key difference between SFI and WFI. SFI and WFI may provide a similar
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Figure 5.11: a) CH2I2 WFI UV-VUV pump-probe total ion yield data (green tri-
angle), CASPT2 dynamics with Dyson norms calculation on CH2I2 (dotted-dashed
line), IRF of the apparatus (dotted line), and convolution of the calculation and the
IRF of the system (solid line). b) Uracil WFI UV-VUV pump-probe total ion yield
data (upward facing green triangle), CASSCF calculation for uracil (black dotted-
dashed line), impulse response function (IRF) of the apparatus (black dotted line),
convolution of the CASSCF calculation and the IRF of the system (solid black
line), MRCIS calculation for uracil (gold dotted-dashed line), and convolution of
the MRCIS calculation and the IRF of the system (solid gold line).

qualitative picture of the relaxation dynamics, but only WFI can be used for a real
quantitative comparison with calculations.

By qualitative agreement, it is meant that the decay curves look similar (i.e.
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exponential or multiexponential behavior), yield timescales of the same order of
magnitude, and show similar trends (i.e. the ionization yield for Uracil has a long
tail for both SFI and WFI whereas the WFI and SFI ion yields for CH2I2 do not).
However, in order to test the validity of a calculation or discriminate between two
different theories, quantitative agreement is required. It is argued here that best test
of quantitative agreement is to plot experimental and theoretical results together on
the same graph. A direct comparison between SFI measurements and calculations
of the excited state dynamics is impossible without explicit calculations of the SFI
dynamics, which are computationally expensive and unfeasible for the timescales
involved in the excited state dynamics probed here. The qualitative agreement be-
tween WFI and SFI measurements of the excited state dynamics illustrates the fact
that both ion yields contain similar information on the excited state dynamics. The
quantitative agreement between the WFI measurements and calculations, however,
allows one to interpret and understand the dynamics at a level of detail not possible
with SFI.
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5.5 Molecular Movies

5.5.1 Uracil
The good agreement between the calculations and the experiment leads one to trust
the dynamics calculations with a higher degree of confidence than before. Our
collaborators Pratip Chakraborty and Spiridoula Matsika were able to provide us
with the calculation details presented in this section. In Fig. 5.12 is a representation
of the uracil molecule with all of the atoms labeled to corresponding to how they
will be referred to in the calculation.

Figure 5.12: Uracil molecule with the atoms labeled corresponding to the calcula-
tion.

In Fig. 5.13 the individual trajectories from the uracil calculations performed
are shown depicting the C6=O7 bond length, the dihedral angle H11-N2-C5-C4,
and the dihedral angle H12-C4-C6-C5 versus time. For these trajectories it is evi-
dent that the wave packet is delocalized in the system and that there is not obvious
path on the PES that the wave packet consistently samples.

Trying to pull more out of the dynamics the average C6=O7 bond lengths versus
time are plotted in the bottom panel of Fig. 5.14. One has to be careful plotting the
average distance for trajectories, because if multiple distinct pathways are accessed
the average may be meaningless. The average value for the C6=O7 bond distance
originally starts near the S0 minimum value for the C6=O7 bond distance, moves
through the S2 minimum value for the C6=O7 bond distance, and settles at the S1
minimum value for the C6=O7 bond distance. These results are consistent with
previous calculations [108], where the wave packet is launched on the S2 potential
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Figure 5.13: Uracil calculation trajectories versus time for the a) C6=O7 bond
length, b) Dihedral angle H11-N2-C5-C4, and c) Dihedral angle H12-C4-C6-C5.
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from S0 at the S0 minimum geometry position. The wave packet evolves through
the S2 minimum and can pass through a CI and evolve to the minimum of S1, or
through another CI and back to the S0 minimum.

Figure 5.14: Top: Uracil geometries calculated and presented in [108] at key loca-
tions in the potential energy surface. Bottom: Mean value of the C6=O7 distance
for all of the trajectories versus time. The C6=O7 bond lengths for the S0, S1, and
S2 minimum geometries calculated at the MRCIS level of theory are also shown.
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From the calculations one can look at a single trajectory and construct a “molec-
ular movie” of the dynamics, Fig. 5.15. The trajectories in this system did not have
a localized nature, so the movie is instructive to look at but does not capture all the
dynamics. For this trajectory hopping from S2 to S1 occurred at 82 fs and hopping
from S1 to S0 occurred at 106 fs, and the molecular geometry at the CIs can be
observed.

Figure 5.15: Uracil “molecular movie” showing the molecular geometry versus
time generated from a single calculation trajectory. For this trajectory hopping from
S2 to S1 occurred at 82 fs and hopping from S1 to S0 occurred at 106 fs.
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5.5.2 CH2I2

Fig. 5.16 shows a generalized picture of the CH2I2. The calculations show that
there is a dissociation of the iodine, labeled I2 in Fig. 5.16, and a rotation of the
CH2 around the remaining iodine, I1. In Chapter 6 CH2I2 is revisited, along with
the molecule CH2BrI, using time-resolved photoelectron spectroscopy and a more
detailed description of the molecular dynamics and a better “molecular movie” of
the dynamics is given.

Figure 5.16: CH2I2 geometries calculated.
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Chapter 6

CH2I2 and CH2BrI Photoelectron
Spectroscopy

6.1 Introduction
In this Chapter we study the neutral state dynamics of diiodomethane, CH2I2, and
bromoiodomethane, CH2BrI, after being pumped with UV-light at 267 nm, using
time-resolved photoelectron spectroscopy (TRPES). CH2I2 and CH2BrI have pre-
viously been the subject of intense theoretical and experimental studies [106, 121,
122, 123, 124, 125, 126, 127, 145, 146, 147, 148].

A cartoon of CH2I2’s potential energy surface can be seen in Fig. 6.1 a). A wave
packet is initially launched on a superposition of electronic states which are bound
along the C-I coordinate, these states are represented by III. The wave packet under-
goes rapid internal conversion from III to states II and I, which are a superposition
of electronic states that are dissociative along the C-I coordinate. For CH2BrI, the
electronic structure is very similar to CH2I2. CH2BrI also has a superposition of
electronic states that are bound state along the C-I coordinate, but these states are
at slightly higher energies than in CH2I2, and our probe does not have enough pho-
ton energy to access them. Therefore, in CH2BrI the wavepacket is initially launch
directly to a superposition of electronic states that are dissociative along the C-I
coordinate, represented by I and II in Fig. 6.1 b).

6.2 Experimental Apparatus
These experiments were performed at the National Research Council of Canada,
in collaboration with the femtolabs research groups there. An amplified Coherent
Legend Elite Duo (7.0 mJ, 1 kHz, 35 fs, 800 nm) laser system is utilized. The
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Figure 6.1: A cartoon of the PES for a) CH2I2 and b) CH2BrI.

details of the UV (267 nm, 4.6 eV) and VUV (161 nm, 7.7 eV) generation can be
found in [149]. I will summarize the apparatus they developed for doing TRPES
with a UV-pump and a VUV-probe, but I was not involved it the development of the
apparatus.

Fig. 6.2 is a schematic of their experimental apparatus. 3.25 mJ from the ampli-
fier is used in these experiments. The transmitted portion of the beam from a 70:30
beamsplitter is used as the IR arm in the non-collinear four-wave mixing needed to
generate the fifth harmonic of the laser system. The reflected portion of the beam
is incident on another 70:30 beam splitter. The reflected portion is used to generate
the UV for the VUV generation, and the transmitted portion is used to generate the
UV for the pump in the experiments. The details of the THG for both UV arms
can be seen in the inset of Fig. 6.2, the incident fundamental frequency is doubled
through Type I harmonic generation in a BBO crystal, then the beam passes through
a calcite compensation plate to compensate for the group velocity mismatch of the
fundamental and second harmonics in the SHG and THG crystals, then the polar-
ization of the fundamental frequency is rotated in a zero-order waveplate so that it
matches the polarization of the second harmonic, and finally the second harmonic
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and the fundamental frequency are incident in another BBO crystal cut for Type 1
THG. The fundamental frequency and the third harmonic reserved for the fifth har-
monic generation are focused into a gas cell kept at 32 Torr of argon through a 500
µm thick CaF2 Brewster window with a 2 m radius of curvature (ROC) mirror and a
1.5 m ROC mirror, respectively. Utilizing the same non-collinear four-wave mixing
scheme outline in Chapter 2, developed in [29, 30], the fifth harmonic of the laser
system is generated and used as the VUV probe in these experiments. A glass tube
is inserted around the VUV generation region in order to protect the optics from
unwanted byproducts generated in the UV and IR foci. The VUV generated inside
the argon gas cell is incident on several dichroic mirrors that reflect > 90% for the
VUV and < 10% for the UV and the IR in order to dispose of the residual UV and
the IR, and to act as a beam combiner with the UV-pump. The VUV is focused with
a curved aluminum mirror with a 2 m ROC.

Figure 6.2: NRC VUV Generation [149] (Figure was made by Ruaridh Forbes)

The UV-pump is generated with the same THG technique used for the UV
needed for the VUV generation described above. The UV-pump arm contains a
prism compressor to compensate for the GVD and minimize the UV pulse duration
in the interaction chamber. In the argon gas cell the UV-pump is focused with a 1.4
m ROC aluminum curved mirror.
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In order to achieve spatial overlap of the UV and the VUV probe a pickoff mirror
can be inserted after the VUV/UV beam combiner, where the UV and the VUV can
be steered through a pinhole, placed at their foci, into a VUV spectrometer. The
VUV is steered through the pinhole with a movable mirror after the pickoff mirror,
and once the VUV is well coupled into the spectrometer the UV can be coupled by
steering the beam with a mirror outside the argon gas cell. By having the VUV and
the UV both well coupled into the spectrometer through the same pinhole in their
focus gives us rough spatial overlap between the UV and the VUV beams. The
UV and the VUV are transmitted into the interaction chamber (VMI Spectrometer)
through a 500µm CaF2window. The temporal overlap of the UV-pump and the
VUV-probe is measured in Xenon through non-resonant 1 + 1’ photon ionization,
yielding a cross correlation of 75 fs, which we will use as the impulse response
function (IRF) of our apparatus.

The VMI spectrometer system where the TRPES experiments are performed is
also described in [149], but I will summarize the system here. The system consists
of a source chamber for the molecular beam, and an interaction chamber where
the light-matter interactions are performed. The sample gases, ∼ 2% of the target
molecule seeded in He through the use of a bubbler, were introduced into the spec-
trometer by means of a pulsed molecular beam. The beam was produced by a 1
kHz Even-Lavie pulse valve [150], which was heated to 60◦C throughout the ex-
periments in order to prevent clustering. The molecular beam is expanded through a
250 µm conical nozzle into a source chamber kept at ∼1 × 10−6 Torr. The beam is
then skimmed, to yield a beam with an estimated diameter of around 1 mm, before
entering an interaction chamber along the VMI spectrometer axis, typically held
at a base pressure ∼1 × 10−8 Torr, and intersected, at 90◦, by the co-propagating
pump and probe laser pulses. Long baffle arms are attached to the interaction cham-
ber along the laser propagation direction in order to absorb any electrons generated
from stray light from the UV and VUV (both of which have photon energies above
the work functions of the aluminum and stainless-steel of the chamber). Photo-
electrons produced from the pump probe laser interaction were focused using VMI
lenses configured to map the

√
EKinetic of the charged particles generated by the

laser to a position on the detector. The detector consists of a microchannel plate
(MCP) stack (amplifies the incident charged particles by ∼1 ×106), a phosphor
screen (fluorescence signal that preserves the spacial information of the electron
hits on the MCP), and a camera outside the vacuum chamber to collect the fluores-
cence signal from the phosphor. The intensities of the pump and the probe beams
were attenuated by changing the angle of the waveplate in the THG setup in the
respective arm. The intensities were set to minimize multiphoton ionization from
either the pump or probe beams alone.
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Figure 6.3: National Research Council of Canada’s TRPES Apparatus (Figure
made by Iain Wilkinson)
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6.3 Calculations
The calculations presented in this chapter are performed by our collaborators Philipp
Marquetand and Tamás Rozgonyi utilizing the same procedure outlined in Ap-
pendix B.1: CH2I2 Calculation Details. Instead of calculating the dynamics for
a 260 nm (4.8 eV) pump here they are calculated for a 267 nm (4.6 eV) pump.

Fig. 6.4 a) and Fig. 6.5 a) are the calculated PES for CH2I2 along the rel-
evant C-I coordinate. In this particular adiabatic representation the diagonalized
Hamiltonian is the sum of the Molecular-Coulomb Hamiltonian [151, 152] and the
Spin-Orbit Coupling matrices.

Comparing Fig. 6.4 a) and 6.5 a) to Fig. 6.1 a) and b), respectively, one can
see the individual states that contribute to the superposition of electronic states that
constitute I (red), II (blue), and III (cyan) in the PES cartoon. Only the relevant elec-
tronic states to our photon energies are shown. The ionization potential of CH2I2 is
9.46 eV and the ionization potential of CH2BrI is 9.70 eV [153, 154, 155, 156]. The
calculated cationic states (yellow), above the dashed line in the figure, are needed
to accurately capture the ionization step and determine the kinetic energy (KE) of
the ionized electron. In Fig. 6.4 b) and 6.5 b) the populations as a function of time
are shown for the ground state, state 1(black), the states that constitute I, states 2-8
(red), the states that constitute II, states 9-12 (blue), and the states that constitute
III, states 13-15 (cyan). For CH2I2 these calculations show that the wave packet is
initially launched completely onto the set of bound states III and after about 30 fs a
significant population can be found in dissociative states II and I. This calculation
shows that rapid internal conversion from the bound states III to the dissociative
states I and II occurs before the molecule dissociates. An interesting feature of the
CH2I2 calculation is that approximately 25% of the population stays in the bound
states III after 100 fs. For CH2BrI it is clear that the bound states III are energeti-
cally unavailable to our pump, and that the wave packet is launched onto both the
dissociative states I and II. There is initially rapid internal conversion between states
I and II before the population in I and II becomes steady around 50%.
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Figure 6.4: a) CH2I2 calculated potential energy surface along the relevant C-I
coordinate. The states are color coded to correlate to the ground state (black), states
I (red) , II (blue), III (cyan), and the cationic states (yellow) labeled in PES cartoon.
b) The calculated populations in the ground state, I, II, and III as a function of time.
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Figure 6.5: a) CH2BrI calculated potential energy surface along the relevant C-I
coordinate. The states are color coded to correlate to the ground state (black), states
I (red) , II (blue), III (cyan), and the cationic states (yellow) labeled in PES cartoon.
b) The calculated populations in the ground state, I, II, and III as a function of time.
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In the calculation wave packets are stochastically launched on the excited state
potentials within the bandwidth of the pump laser. An ensemble of trajectories are
launched and the results from all these trajectories can be seen in Fig. 6.6, where the
the y-axis is the ionization potential of the molecule as the wave packet evolves on
the potential energy surface. Since the photon energy of our probe is 7.7 eV we will
only see the dynamics below this energy. In order to visualize this calculation in
terms of KE of the electrons the photon energy has to be subtracted by the ionization
potential (this will be done later in this chapter in order to accurately compare the
calculation with the experimental results ). After ∼100 fs many of the trajectories
crash. Hence, the few trajectories that remain for longer times are over weighted in
this figure, therefore the calculation should be trusted only for the first 100 fs.

Also, trajectories tend to crash when the wave packet leaves the active space of
the calculation, so the long lived trajectories are biased to those that remained within
the active space of the calculation. In other words, the crashing of a trajectory is
not random, but rather an inability to model the dynamics fully with the resources
available for the calculation [157].

Figure 6.6: Philipp Marquetand’s CH2I2 calculations done with SHARC based on
CASPT2 level of theory.
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In the calculation Dyson norms were calculated and used in order to determine
the relative yields to the cationic states from the neutral excited states. The ques-
tions arises, ”How accurate are the Dyson norms?”, and ”How important are they
in this system?”.

In order to answer these questions we look at the calculation with and without
using Dyson norms. Fig. 6.7 shows the results of this analysis. In Fig. 6.7 a),
we plot the calculated ionization potential for an ensemble of trajectories with the
Dyson norms all set to one, and this can be directly compares to Fig. 6.7 d) where
the same ensemble of trajectories is used with the calculated Dyson norms.

Figure 6.7: Calculated Photoelectron spectra with: a) the Dyson norms all set to
one for an ensemble of trajectories, b) the Dyson norms all set to one for a single
trajectories, c) the Dyson norms all set to one for a single trajectories zoomed in
around time-zero, d) calculated Dyson norms for an ensemble of trajectories, e)
calculated Dyson norms for a single trajectories, and f) calculated Dyson norms for
a single trajectories zoomed in around time-zero

Single trajectory are also observed with all the Dyson norms set to one and
using the calculated Dyson norms, Fig. 6.7 b) and e), receptively. Zooming in on
the first 10 fs and focusing our attention on the 4.5 to 5.5 eV energy range, Fig. 6.7
c) and f). It is evident, especially from Fig. 6.7 c) and f), that the Dyson norms
favor ionization from some states and suppress ionization from other, as we would
expect. But, the overall character of the decay is preserved when comparing the
calculation with and without applying the calculated Dyson norms. When it is said
that the overall character of the decay is preserved, it is meant that there are band at
certain energies that remain regardless of the Dyson norms. For these systems the
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Dyson norms appear to give a small, albeit important, adjustment to the dynamics
calculations, and they do not dramatically alter the overall dynamics.
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6.4 Data Analysis

6.4.1 Background Subtraction
There are multiple sources of background electrons in this experiment that have to
be eliminated or subtracted from the data. The photon energies of the UV and the
VUV are both above the work function of the aluminum and the stainless steel,
of which the vacuum chamber is constructed. This means that any stray or scat-
tered light from the pulses will create electrons. To mitigate the effect of these
stray electrons, long baffle arms were installed in order to absorb any of the elec-
trons generated from beam scatter. Though these baffle arms are very effective the
subtraction stray electrons that get through the baffles still needs to be performed.
The electrons that are generated from any background gas in the chamber is also a
concern.

In order to subtract both the electrons due to the scattering of light and from
any background gas in the chamber the capability of the pulsed molecular nozzle
was utilized. For every pump probe delay, measurements are made with the optical
pulses overlapped with the molecular pulse, and with the molecular beam pulse
delayed such that the optical pulses only interact with background gas. With these
two measurements a subtraction of any background signals from residual gas in the
chamber and/or scattered electrons can be done.

There is also the worry about electrons that are generated from ionization from
the pump alone and from the probe alone, call this single-color signal. Therefore,
signal is collected from the pump and probe beams alone after every scan in order
to eliminate any single-color signal from the data.
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Figure 6.8: CH2I2 TRPES a) from raw images with no background subtraction, b)
from images with subtraction of the background gas and scattered electrons from
stray light from the UV and the VUV pulses, c) from images with subtraction of the
pump pulse alone signal, background gas, scattered electrons, d) from images with
subtraction of the probe pulse alone signal, background gas, scattered electrons, e)
from images with subtraction of the pump pulse alone signal, probe pulse alone
signal, background gas, scattered electrons
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In Fig. 6.8, the extracted TRPES is plotted from images with various levels of
background subtraction. The shocking feature of the image with no subtraction,
Fig. 6.8 a), is the strong peak at ∼ 3.5 eV. This is simply the edge of the MCP. The
VMI was set to image with 3 eV hitting the edge of the detector. Pump-probe scans
were performed with the VMI voltages set so that the maximum kinetic energy
of the electrons collected was 10 eV, it was found that no electrons are seen with
more than 3 eV of energy. So, in order to maximize our resolution the max kinetic
energy detected was set to 3 eV. Once the edge of the MCP is subtracted from
the images, along with the background gas and scattered electrons, the image is
significantly cleaner, Fig. 6.8 b). Then the single-color signals from the pump and
the probe alone can be examined and their subtraction effects on the overall signal
can be determined. The additional subtraction of the pump, Fig. 6.8 c) shows little
to no change when compared to 6.8 b), indicating there is little to no single-color
signal from the pump alone. In Fig. 6.8 d), the probe alone signal is subtracted
on top of the background gas and scattered electron signal. It is evident that this
subtraction eliminates the low energy strip in the signal that is evident in b) and c).
The final background subtracted TRPES, with subtraction of the background gas
and scattered electrons, the pump generated electrons, and the probe generated, can
be seen in Fig. 6.8 e).

Figure 6.9: CH2I2 TRPES lineouts at time-zero for images used in the background
analysis.

In oder to visualize the contributions from the different background sources bet-
ter the photoelectron spectra lineouts at time-zero are examined. In Fig. 6.9, the
individual background components are looked at that will be subtracted from the
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molecular jet signal. It is clear from these lineouts that the most significant back-
ground is from the background gas and the scattered electrons. In the figure the
sharp peak that comes from the edge of the MCP is circled, and the peak in the
molecular jet signal that is clearly from the molecular dynamics. From Fig. 6.9 it is
clear that there is a background from the probe alone signal, but the pump alone sig-
nal appears to contribute little to no background signal. The sum of the background
gas and scattered electrons signal, individual pump signal, and the individual probe
signal is the total background signal.

Figure 6.10: CH2I2 TRPES data with and without background subtraction.

In Fig. 6.10, the molecular jet signal lineout at time-zero is shown with and
without the subtraction of the total background. After this background subtraction
one can be confident that the signal is coming from an interaction of the target
molecule with both the pump and the probe.

6.4.2 Determining the Impulse Response Function of the System
and Fixing an Accurate Time-Zero

Non-resonant 1 + 1’ photon ionization of xenon is used to determine the IRF and
time-zero of the experiment. The TRPES of xenon can be seen in Fig. 6.11. It is
evident that there is a slight asymmetry to the data (a slight diagonal tilt with respect
to delay) that indicates to us that there is a slight chirp to our pulse.

In Fig. 6.11, the y-axes’ zero time is only roughly determined, so in order to set
zero time to be the time when the pump and probe pulses are maximally overlapped,
time-zero, with a much higher degree of accuracy the xenon data is fit to a Gaussian
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Figure 6.11: Xenon TRPES Data.

to determine the center. Integrating over the kinetic energy (KE) axes in Fig. 6.11
around the xenon peak is done in order to easily fit the data. The result of this
integration of the data and the subsequent fitting can be seen in Fig. 6.12.

Figure 6.12: Gaussian fit to the energy integrated xenon TRPES data.

From this data the FWHM of the IRF was determined to be ∼75 fs, and that
the center for this particular data set, time-zero, was at -75 fs. Before and after
every experiment time-zero is checked in xenon to make sure that time-zero has
not shifted due to a slipping of the delay stage. When the xenon data is taken
after completing the experiment on our target molecule data there is still residual
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target molecule left in the chamber, so we can see the xenon timing and the target
molecule timing with the same measurement. In Fig. 6.13, the xenon data along
with the residual CH2I2 TRPES are shown on the same graph.

Figure 6.13: TRPES of xenon with a residual CH2I2 molecular signal visible.

From Fig. 6.13 it is clear that the CH2I2 peak is shifted towards negative delays
relative to the xenon peak. This indicates that the CH2I2 dynamics have a strong
Rydberg component coming from a VUV-pump dynamics, and that these dynamics
are pulling the peak towards negative times. The question that arises from this anal-
ysis is, “Are we actually seeing any UV-pump VUV-probe dynamics?”. The fear
is that the oscillator strength of the VUV transition is so much larger than that of
the UV transition, and that the Rydberg dynamics are dominating the signal. This
question is addressed in Section 6.4.4: Showing Clear Evidence for UV Molecular
Dynamics. In this section a simple model is constructed with both UV-pump VUV-
probe and VUV-pump UV-probe dynamics and just VUV-pump UV-probe dynam-
ics, and we show that our signal is consistent with measuring UV-pump VUV-probe
dynamics.

6.4.3 TOFMS For CH2I2 and CH2BrI
In previous chapters ions have been exclusively measured in order to visualize
molecular dynamics. For ions the measurements are performed be measuring time-
of-flight mass spectrum, calibrating the mass peaks, and following the mass peaks
dynamics versus time. Binning a specific mass peak ables one to discriminate the
target molecule signal from any background sources in the system. In the experi-
ments discussed in this chapter TRPES are considered, and therefore electrons are
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measured. With electrons one has to be careful and make sure that there is no con-
tamination from other molecules, or the formation of clusters, in the system. One
cannot distinguish electrons from different molecules in the molecular jet, so we
have to make sure that our molecular jet only contains our target molecule.

Figure 6.14: TOFMS for CH2I2 and CH2BrI

To check this we perform multiphoton ionization with the UV and record the
time-of-flight mass spectra (TOFMS) for the ions, shown in Fig. 6.14. The two data
sets were taken with CH2I2 only (blue) and CH2BrI only (yellow) in the molecular
jet. The pulsed nozzle and the bubbler are also thoroughly cleaned when the target
molecule to be studied is changed. It is evident from the TOFMS that there is some
contamination in the sample from I2 in the CH2I2 data that we should be mindful of,
and there is no evidence of clustering in either sample (the mass spectrum goes out
to 1000 AMUs, but the trace is cut to make it easier to read). This lends confidence
to the idea that the signal observed is coming from unclustered CH2I2 and CH2BrI
molecules. But not observing evidence of clusters in TOFMS does not rule out their
existence in the molecular beam, because clusters can be unstable and fragment into
the components that are observed in the TOFMS before it reaches the detector.

6.5 Results and Discussion
The TRPES experimental and calculated results for CH2I2 can be seen in Fig. 6.15.
The calculated results have been convolved with the IRF of the system to compare
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them with the experiment. From [158] the VUV absorption cross section is esti-
mated to be four times that of the UV absorption cross section. This means that
around time-zero the signal is a combination of both UV and VUV excited dynam-
ics. Because of this, the signal level at longer times is multiplied by 2.5 to help show
the UV dynamics signal that are being suppressed by the stronger VUV dynamics.
It is also good to note that the signal from the VUV-pump and UV-probe dynam-
ics should be identical to the signal from UV-pump and VUV-probe dynamics at
exactly time-zero. For movements of the wave packet away from time-zero there
will be differences in the two sides dynamics that are complicated to disentangle at
short times due to the time-resolution of the measurements.

Figure 6.15: CH2I2 time-resolved photoelectron spectra a) experimental b) calcu-
lated

There is good agreement between the experimental and calculated TRPES in
Fig. 6.15. There is an initial peak at 2.5 eV, corresponding to ionization to D0 with
hν − IP at the Franck Condon point. Then the peak decays rapidly and shifts to
lower energy as the wave packet rides down the PES.

The TRPES experimental and calculated results for CH2BrI can be seen in Fig.
6.16. The calculation and the experiment show two peaks at time-zero separated by
∼ 0.9 eV. These two peaks are due to two different cationic states that can reached
by the VUV after the molecule is pumped with the UV. The calculation and the
experiment both show a rapid decay of the two peaks in ∼80 fs, and show evidence
at longer delays of a very slight lower energy tail.
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Figure 6.16: CH2BrI time-resolved photoelectron spectra a) experimental b) calcu-
lated

The level of agreement between the calculation and the data here is really quite
remarkable, where the calculation and the experiments are in such good agreement
without any adjustable parameters. Being able to plot the calculation and the ex-
perimental data side-by-side and do a detailed comparison of the features with this
data is invaluable. Instead of trying to fit the calculations and the experimental data
to decay constants, that do not always do justice to the rich dynamics that are really
being undertaken in these systems, it is more transparent to have the calculation
and the data plotted together. This agreement gives one the confidence to interpret
the theory in detail, providing a complete picture of the dynamics. If one didn’t
have such good agreement, then there would be little confidence in interpreting the
theory.

6.5.1 Showing Clear Evidence for UV Molecular Dynamics
In order to verify that the experiment is capturing UV-pump VUV-probe dynamics
the experiment is modeled. The IRF of the apparatus measured to be 75 fs from the
xenon TRPES data, as previously mentioned in detail. The overall molecular decay
is modeled with a sum of two exponential decays, with the VUV decay having
four times the amplitude of the UV dynamics. The factor of four difference in
the amplitudes of the UV and the VUV decays is determined by analyzing optical
density measurements and calculations presented in [158]. The molecular dynamics

125



signal is then convolved with the IRF of the apparatus. The UV dynamics are then
removed from the molecular dynamics signal and the convolution with the IRF is
done again. The results can be seen in Fig. 6.17. Alongside the model is the
experimental CH2I2 TRPES data integrated from 0 - 0.5 eV. This energy region
was chosen because this is the energy region where there appears to be long lived
positive timescale dynamics. The experimental data is used to determine the time
constants for the decays used. It is clear that with only VUV dynamics there should
be no signal past 80 fs. Clearly seeing a signal at 80 fs in the experimental data
indicates that we are indeed resolving UV-pump VUV-probe dynamics.

Figure 6.17: The convolution of the IRF and the molecular dynamics signal with
(purple) and without (red) UV dynamics plotted alongside the experimental CH2I2
data (integrated TRPES data from 0 - 0.5 eV) and the IRF of the system.

Fig. 6.18 shows the individual components used in this simple model of the
molecular dynamics signal.

As another check, the integration of the CH2I2 TRPES data was binned into
energy regions of 0.5 eV. The results of this binning can be seen in Fig. 6.19. It
is clear that as one bins to higher energies the tail in the signal towards the UV-
pump VUV-probe side of the dynamics begins to disappear. This is consistent with
Philipp Marquetand’s calculations that say one should only see a lower energy tail.

Compare the signal at lower and higher energy binning to convolutions with and
without the UV molecular dynamics can be seen in Fig. 6.20. From this analysis it
is clear that at higher energies the dynamics cannot be distinguished from the VUV
dynamics. If the data really contained information on the UV driven dynamics, then
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Figure 6.18: The modeling of the molecular dynamics of CH2I2. The UV dynamics
has an amplitude of 1/4 and a decay constant of 30 fs, and the VUV dynamics has an
amplitude of 1 and a decay constant of 47 fs. We convolve this with the measured
IRF to model the experiment.

Figure 6.19: CH2I2 TRPES integrated over different energy regions.

one would expect an energy dependence in the decay at positive times based on cal-
culations carried out by Philipp Marquetand. Since there is an energy dependence
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in the decay for positive times that matches these calculations it is evident that UV
driven dynamics are being observed in these measurements.

Figure 6.20: CH2I2 TRPES data integrated over the low energy region (0 - 0.5 eV)
and the high energy region (2 -2.5 eV), alongside the IRF of the system, simulated
signal with just VUV dynamics (dotted red line), and simulated signal with VUV
and UV dynamics (dotted purple line).
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6.6 Molecular Movies
With confidence in the calculation, the calculation can be examined in more detail
to gain more insight into the molecular dynamics that cannot be realized from the
experiment. In Fig. 6.21 the C-I bond distances for the iodines, I1 and I2, are shown
versus time for the different trajectories. This figure illustrates the variable lifetimes
of different trajectories and that several trajectories crash before 100 fs.

In Fig. 6.21 there are three main grouping that can be seen from the trajecto-
ries. The first is that some of the trajectories have an upward slope to the bond
length with an oscillatory behavior. The upward slope indicates that the iodine is
dissociating, and the oscillation is indicative of a rotation of the carbon around the
non-dissociated iodine. The second grouping is just an oscillation around the initial
bond length. This indicates that the iodine is not dissociating in these trajectories
and that the carbon is simply oscillating with respect to the iodine. The third group-
ing are trajectories that don’t appear to have much movement in the C-I distance.
Since the molecule is symmetric and has two iodines the first two grouping can be
put together. In the trajectories where I1 dissociates, I2 remains bound to the car-
bon. In trajectories where I2 dissociates, I1 remains bound to the carbon. Therefore,
the dynamics are the same that produce the two groupings. The third grouping is a
unique case where it is believed that the molecule does not dissociate along the C-I
coordinate, but rather the wave packet explores another coordinate (the calculation
is currently being checked to look into this hypothesis).

The bond distances and angles between all the atoms in the molecule are tracked
versus time, not just the C-I bond distance, in these dynamics calculations, and from
this information a “molecular movie” can be constructed for each trajectory.
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Figure 6.21: Calculation results for CH2I2 that show a) the C-I1 bond distance
versus time for all trajectories, and b) the C-I2 bond distance versus time for all
trajectories.
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Snapshots were taken from a single trajectory that seemed to capture the general
dynamics of this system to generate “molecular movie” seen in Fig. 6.22 for CH2I2
in 15 fs intervals. The overall motion undertaken by the molecule are indicated in
the first panel at 0 fs. The two main motions of the molecule are a dissociation of
an iodine and the rotation of the CH2 around the remaining iodine.

Figure 6.22: CH2I2 molecular movie generated from calculations. Snapshots of the
movie in 15 fs steps are shown. At 0 fs we indicate the general motion undertaken
by the molecule. There is a rotation of the CH2 around the iodine and dissociation
(leaving) of the other iodine from the system.

In Fig. 6.23 the C-I bond and the C-Br bond distances are shown versus time for
the different trajectories. In CH2BrI the trajectories are much longer lived. There
are two main groupings of trajectories. One where the C-I distance has an upward
slope and an oscillatory nature, and one where the C-I distance simply oscillates.
The upward slope and the oscillation indicates that the iodine is dissociating and that
the carbon is then left to oscillate around the remaining bromine. The trajectories
where the C-I distance only oscillates are correlated with trajectories where the
bromine dissociates. It is also interesting to note that the trajectories that show
bromine dissociation tend to all crash around 150 fs, whereas the trajectories that
show iodine dissociation all live for 400 fs. This can indicate a problem with the
active space of the calculation and that is cannot completely capture the bromine
dissociation dynamics.
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As was the case for CH2I2, the bond distances and angles between all the atoms
in the molecule are tracked versus time in these dynamics calculations.
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Figure 6.23: CH2BrI trajectories.
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Again, snapshots were taken from a single trajectory that seemed to capture the
general dynamics of this system to generate “molecular movie” seen in Fig. 6.24
for CH2BrI in 15 fs intervals. The overall motion undertaken by CH2BrI is very
similar to those for CH2I2 and are indicated in the first panel at 0 fs. The two main
motions of the molecule are a dissociation of an iodine and the rotation of the CH2
around the bromine.

Figure 6.24: CH2BrI molecular movie generated from calculations. Snapshots of
the movie in 15 fs steps are shown. At 0 fs we indicate the general motion un-
dertaken by the molecule. There is a rotation of the CH2 around the bromine and
dissociation (leaving) of the iodine from the system.

With these “molecular movies” we have accomplished our original goal of pur-
suing and experimental technique that can give us a detailed calculable observable
that can be used to give us enough confidence in our calculations that one can trust
the “molecular movies” that are generated from them.

134



6.7 Conclusion
UV-pump and weak-field ionization VUV-probe time-resoled photoelecton spec-
troscopy was performed on CH2I2 and CH2BrI, where the kinetic energy release
of the emitted electron was collected versus the delay between the pump and the
probe pulses. These experiments there then directly compared to detailed dynamics
calculations, and it was found that there was a high degree of agreement between
the two. The strong agreement between the calculations and the experimental data
enables one to really trust the “molecular movie” generated from the dynamics cal-
culations.
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Chapter 7

Conclusion

This thesis covered the use of ionization as a probe of molecular dynamics. A
WFI pump probe time-resolved ionization spectrometer that utilized UV (260 nm)
and VUV (156 nm) light was developed to study molecular dynamics. The high
lying neutral excited state dynamics of pyrrole were examined. Previous studies
had pumped pyrrole to low lying excited states and witnessed dissociation of a hy-
drogen atom as the dominant decay channel, whereas it was found when pumping
pyrrole to a high lying excited state that internal conversion appeared to be the
dominant relaxation channel of the system. Because of the high density of states of
highly excited pyrrole this study was related to the relaxation dynamics of radical
cations, where rapid internal conversion to the ground ionic state tends to occurred
before dissociation. The conversion of vibrational kinetic energy into electronic
potential energy was examined in large organic molecules with many degrees of
freedom. In 1,3-cyclohexadine below threshold ionization was observed. It was in-
terpreted in terms of vibrationally assisted ionization facilitated by the excitation of
C-C stretching vibrations, which were activated during internal conversion from the
photo-excited state down to the ground state. WFI and SFI are directly compared
are probes of molecular dynamics. It was found that SFI and WFI may provide a
similar qualitative picture of the relaxation dynamics, but only WFI can be used
for a real quantitative comparison with calculations. Using a WFI time-resolved
photoelectron spectrometer at the Nation Research Council of Canada a detailed
comparison was performed of the photoelectron spectra with calculation for di-
iodomethane and bromoiodomethane. After verifying the calculations with these
experiments, “molecular movies” were constructed based off of the calculations.

In this thesis it is argued that the only way to truly make a “molecular movie” is
through calculation, and the goal of experiment should be to measure an observable
that can be readily calculated in order to verify calculations. It was shown that a
high degree of agreement between experiment and theory can indeed be obtained
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through the use of WFI time resolved photoelectron and photoion spectroscopy. For
future experiments, a TimepixCam, with nanosecond individual pixel resolution,
could be integrated with VMI detection of both electrons and ions to serve as more
thorough verification of calculations.
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H. Lischka, “Relaxation mechanisms of uv-photoexcited dna and rna nucle-
obases,” Proceedings of the National Academy of Sciences, vol. 107, no. 50,
pp. 21453–21458, 2010.

[115] H. R. Hudock, B. G. Levine, A. L. Thompson, H. Satzger, D. Townsend,
N. Gador, S. Ullrich, A. Stolow, and T. J. Martinez, “Ab initio molecular dy-
namics and time-resolved photoelectron spectroscopy of electronically ex-
cited uracil and thymine,” The Journal of Physical Chemistry A, vol. 111,
no. 34, pp. 8500–8508, 2007.

[116] M. K. Shukla and J. Leszczynski, “Radiation induced molecular phenom-
ena in nucleic acids: a brief introduction,” in Radiation Induced Molecular
Phenomena in Nucleic Acids, pp. 265–299, Springer, 2008.

[117] Z. Lan, E. Fabiano, and W. Thiel, “Photoinduced nonadiabatic dynamics
of pyrimidine nucleobases: on-the-fly surface-hopping study with semiem-
pirical methods,” The Journal of Physical Chemistry B, vol. 113, no. 11,
pp. 3548–3555, 2009.
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Appendix A

Calculation of Second, Third,
Fourth, and Fifth Order Phase for
the Compressor and the Stretcher

A.1 In Depth Calculation of Phase
Here I show details of a calculation for the dispersion of pulses through gratings
[159, 160, 42, 43]. The most common configuration is a pair of parallel gratings.

Figure A.1: Parallel grating configuration.
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The pulse is incident on the first grating at point O, as seen in Fig. A.1 . The
grating equation

sinγ − sinθ = m
λ

d
= mλN, (A.1)

where m is the diffracted order and d is the grating spacing which can also be
expressed as grating frequency N = 1

d
, with units of grooves/mm. In other words

~kdiffracted = ~kincident − ~kgrating. Note that the output is parallel to the input for any
λ.

Now consider the red and blue components of a broadband pulse (I’ll also only
consider the first diffracted order, m = 1). From the grating equation, the blue will
follow OB’ whereas the red will follow OB (they are both normal to the plane C).
Thus one expects different path lengths and hence dispersion to occur.

Note that there will be a “spatial chirp” in plane C (i.e. the red and the blue
frequencies are spatially separated). The solution is to put a mirror in plane C (or a
roof prism to change the beam height), and send the beam back through the grating
pair. After the double pass the pulse will not have any spatial chirp, but pick up
twice the temporal dispersion.

The problem is to find the path length difference using geometry, as shown in
Fig.A.2.

Figure A.2: Configuration of the compressor.

The distance PABC is desired (P and C are chosen arbitrarily, only after changes
in the distance with ω is desired, so C and P can be chosen for convenience).

From Fig. A.2
PABC = b+ bcos(γ + θ) (A.2)
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and b = G
cosθ

. So

PABC = G

cosθ
[1 + cos(γ + θ)] ≡ P, (A.3)

where P is defined. The total phase shift of PABC is

φ = ω

c
PABC + C(ω) = ω

c
P + C(ω), (A.4)

where C(ω)is the phase shift on the gratings. We are interested in relative phases,
so one can count from the most convenient point N, where the normal intersects
with the grating. There is a relative phase shift of 2π at each groove of a grating,
therefore

C(ω) = 2πN ×BN (A.5)

where N × BN is the number of grooves between B and N. From Fig. A.2 it can
be seen that BN = Gtanθ. The expression for C(ω) becomes

C(ω) = 2πNGtan(θ(ω)) (A.6)

There is also a phase shift acquired upon reflection, but this is frequency indepen-
dent.

A.2 Calculation of First Order Phase
One can now calculate the group delay

dφ

dω
= d

dω

[
ωP

c
+ C(ω)

]
= P

c
+
[
ω

c

dp

dω
+ dC(ω)

dω

]
. (A.7)

Consider first the term in brackets

dC(ω)
dω

= 2πNGd(tanθ)
dθ

dθ

dω
(A.8)

d

dω
tanθ(ω) = 1

cos2θ

dθ

dω
(A.9)

dP

dω
= dP

dθ

dθ

dω
(A.10)

dP

dθ
= d

dθ

[
G

cosθ
(1 + cos(γ + θ))

]
(A.11)
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dP

dθ
= G

d

dθ

[ 1
cosθ

(1 + cosγcosθ − sinγsinθ)
]

(A.12)

dP

dθ
= G

d

dθ

[ 1
cosθ

+ cosγ − sinγtanθ)
]

(A.13)

dP

dθ
= G

[
sinθ

cos2θ
− sinγ

cos2θ

]
(A.14)

dP

dθ
= −G λN

cos2θ
(A.15)

Finally solving for the whole term in brackets

ω

c

dp

dω
+ dC(ω)

dω
=
[

2π
λ

(
−G λN

cos2θ

)
+ 2πNG

cos2θ

]
dθ

dω
= 0. (A.16)

Therefore the first order phase is simply:

dφ

dω
= P

c
. (A.17)

A.3 Calculation of Second Order Phase
The group delay dispersion (GDD) is

φ′′ = d2φ

dω2 = 1
c

dp

dω
= 1
c

dp

dθ

dθ

dω
. (A.18)

dθ
dω

needs to be derived. Taking the grating equation

sinγ − sinθ = λN = 2πcN
ω

(A.19)

where λ = 2πc/ω, and performing the derivative one gets

d

dω
(sinγ − sinθ) = −cosθ dθ

dω
= −2πcN

ω2 . (A.20)

Therefore,
dθ

dω
= 2πcN
ω2cosθ

(A.21)
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For one pass through the grating pair one gets

φ′′1pass = 1
c

(
−GλN
cos2θ

)( 2πcN
ω2cosθ

)
= −2πGλN2

cos2θω2 = − GN2λ3

2πc2cos3θ
. (A.22)

The second order phase can be expressed in terms of incidence angle, γ, the
distance between the gratings measured perpendicularly from the grating surface,
G, and the lines/mm of the grating N as

φ′′ = −Gλ
πc2

(λ ∗N)2

(1− (sinγ − λN)2)3/2 . (A.23)

The most important thing about this equation is that the group delay dispersion
is always negative for a parallel grating pair. Thus the grating pair can be used
to compensate for the positive dispersion that stretches pulses as they propagate
through normally dispersive medium.

A.4 Calculation of Higher Order Phase
From ultrafast notes:

φ(3) = −3λ
2πc ∗ φ

′′
(

1 + λN
(λN − sinγ)

(1− (λN − sinγ)2)

)
(A.24)

φ(4) = −(2φ(3))2

3φ(2) +
[

λ2N

2πc [1− (λN − sinγ)2]

]2

φ(2) (A.25)

As a simple check of this derivation, and in order to calculate the fifth order
phase, I used Mathematica to redo these derivatives based off the second order
phase.

φ(3) = (12GcN2π2(ω + ωcos2γ + 4cNπsinγ))

(ω(2cNπ + ω − ωsinγ)2(−2cNπ + ω + ωsinγ)2
√

1−
(
−2cNπ

ω
+ sinγ

)2
)

(A.26)
I have verified that the two expressions give the same numerical results. Ex-

pression for the fourth phase is
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(A.27)

φ(4) = 480Gc3N4π4(−((2cNπ)/ω) + sinγ)2

ω7(1− (−((2cNπ)/ω) + sinγ)2)7/2

− 96Gc3N4π4

ω7(1− (−((2cNπ)ω) + sinγ)2)5/2

+ 384Gc2N3π3(−((2cNπ)/ω) + sinγ)
ω6(1− (−((2cNπ)/ω) + Sinγ)2)5/2

− 96GcN2π2

ω5(1− (−((2cNπ)/ω) + sinγ)2)3/2 .

The for the fifth order phase is

(A.28)

φ(5) = −6720Gc4N5π5(−((2cNπ)/ω) + sinγ)3

ω9(1− (−((2cNπ)/ω) + sinγ)2)9/2

− 2880Gc4N5π5(−((2cNπ)/ω) + sinγ)
ω9(1− (−((2cNπ)/ω) + sinγ)2)7/2

+ 7200Gc3N4π4(−((2cNπ)/ω) + sinγ)2

ω8(1− (−((2cNπ)/ω) + sinγ)2)7/2

+ 1440Gc3N4π4

ω8(1− (−((2cNπ)/ω) + sinγ)2)5/2

− 2880Gc2N3π3(−((2cNπ)/ω) + sinγ)
ω7(1− (−((2cNπ)/ω) + sinγ)2)5/2

+ 480GcN2π2

ω6(1− (−((2cNπ)/ω) + sinγ)2)3/2 .

A.5 Stretcher Geometry
The stretcher works by imaging the first grating behind the second grating; making
the distance between the first and second grating effectively negative. Since the
first, second, third, fourth, and fifth order phase are linearly dependent of the grating
separation this makes the stretcher give the same numerical value for all the phases,
but inverts the sign. The only new thing that needs to be calculated is the distance
between the two gratings perpendicular to the grating surface, which we shall call
Gs. The quantity leff for our system is simply leff = l − 4f since our system is
folded in on itself f1 = f2. To get Gs we simply can say from the diagram that
Gs = leffcosθ [43].
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Figure A.3: Schematic of Our Stretcher Configuration

162



Appendix B

Calculations

B.1 Appendix I: CH2I2 Calculation Details
In order to carry out the excited-stated dynamics simulations for CH2I2, our col-
laborators Philipp Marquetand and Tamás Rozgonyi used SHARC (Surface Hop-
ping including ARbitrary Couplings) [135, 136, 137] interfaced with Molcas 8.0
[161]. The electronic structure calculations of the neutral molecule were performed
with MS-CASPT2(12,8)/ano-rcc-vdzp (multi-state complete active space perturba-
tion theory second order) based on SA(5/4)-CASSCF(12,8) (complete active space
self-consistent field with 12 electrons in 8 orbitals and state-averaging including
either 5 singlet or 4 triplet states) calculations. The IPEA shift was set to zero,
as this was found to improve the results in combination with the small double-ζ
basis set [162]. However, to avoid intruder states and ensure a stable propagation
in the dynamics simulations, an imaginary shift of 0.3 Hartree was added [163].
In order to account for scalar-relativistic effects, the second-order Douglas-Kroll-
Hess (DKH) Hamiltonian [164] was employed while spin-orbit couplings (SOCs)
were computed with the RASSI [165] and AMFI [166] formalisms. The dynamics
were run employing the velocity-Verlet algorithm with a time step of 0.5 fs for the
nuclear dynamics and a time step of 0.02 fs for the propagation of the electronic
wavefunction, using the “local diabatization” formalism [167]. Energy conserva-
tion during a surface hop was ensured by scaling of the full velocity vectors, since
the non-adiabatic coupling vectors are not available for this level of theory. Our
collaborators employed an energy-based decoherence correction with a parame-
ter of 0.1 Hartree [168]. The initial geometries and velocities for the trajectories
were sampled from a Wigner distribution of the harmonic ground state potential. In
this way, 1000 geometries were produced and a single-point calculation at the MS-
CASPT2(12,8) level of theory was performed at each of these to obtain the state
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energies and oscillator strengths. The initial excited states were selected stochas-
tically [169] restricting the excitation energy window between 4.775 - 4.825 eV.
The ionization probability along the trajectories was obtained in an approximate
manner from Dyson norm calculations [170] using their WFOverlap code [171]
in a post-processing step. The necessary wavefunctions of the neutral and ionized
molecule were obtained at steps of 2.5 fs along the pre-computed trajectories from
MS-CASPT2(12,8)/ano-rcc-vdzp or MS-CASPT2(11,8)/ano-rcc-vdzp calculations
including altogether 5 singlets, 9 doublets, 4 triplets and 4 quartets as well as all
possible SOCs.

B.2 Appendix II: Uracil Calculation Details
The ground state of the biologically relevant tautomer of uracil was optimized at
DFT level by our collaborators Pratip Chakraborty and Spiridoula Matsika using
the B3LYP functional and 6-31G(d) basis set using Gaussian09 package. The fre-
quencies and normal modes were calculated at the same level of theory. A sam-
pling was performed using a harmonic oscillator Wigner distribution in Newton-
X[138, 139] program to generate 500 initial conditions (nuclear coordinates and
velocities) based on the optimized geometry and the normal modes from the previ-
ous calculation. The S1 (nπ∗) and S2 (ππ∗) excited states of uracil for the 500 ge-
ometries were calculated at both the Complete Active Space Self Consistent Field
(CASSCF) and Multi-Reference Configuration Interaction with Singles (MRCIS)
levels using cc-pVDZ basis set with an active space of 12 electrons in 9 orbitals.
Three states were averaged at the CASSCF level. The vertical excitation energies
and oscillator strengths were used to calculate the absorption cross sections to sim-
ulate the first absorption band of uracil in both CASSCF and MRCIS methods.
The temperature was considered to be 298 K. A Lorentzian line shape and a phe-
nomenological broadening (δ) value of 0.1 eV were employed. Fig. B.1 shows the
theoretical absorption spectra of uracil at both the CASSCF and MRCIS level.

They performed nonadiabatic excited state dynamics simulations using trajec-
tory surface hopping in Newton-X on CASSCF(12,9)/cc-pVDZ and
MRCIS/CASSCF(12,9)/cc-pVDZ potential energy surfaces calculated using the
Columbus 7.0 package[142, 143, 144]. The experimentally measured first absorp-
tion peak for uracil in the gas-phase is at 5.08 eV[120]. The first absorption peak
is at ∼6.60 eV and ∼5.90 eV for CASSCF and MRCIS levels, respectively. The
pump-pulse generated in the experiment is at 4.77 eV which is 0.31 eV lower than
the experimental maximum. So, 0.31 eV is subtracted from the peak of the the-
oretical spectra at both levels of theory to estimate the center of the pump pulse.
The excitation windows were considered to be 6.29 ± 0.15 eV and 5.59 ± 0.15
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Figure B.1: Theoretical absorption spectra of uracil simulated at the
CASSCF(12,9)/cc-pVDZ level and MRCIS/CASSCF(12,9)/cc-pVDZ level.

eV at CASSCF and MRCIS level, respectively, selecting 71 and 73 initial condi-
tions for the aforementioned levels of theory, to be propagated starting from the S2
state as it is the first bright state in uracil. The fewest switches surface hopping
(FSSH) algorithm was used to take into account non-adiabatic events between S2,
S1 and S0 states. The FSSH algorithm was corrected for decoherence effects us-
ing the approach of ‘non-linear decay of mixing’ by Zhu et al.[172] and Granucci
et al.[168] keeping the parameter, α = 0.1 Hartree. The velocity verlet algorithm
was used to integrate Newton’s equations of motion with a time step of 0.5 fs and
the semi-classical Schrödinger equation was integrated using 5th order Butcher’s
algorithm with time step of 0.025 fs. The simulations were performed for 1000 fs
at the CASSCF level and 500 fs at the MRCIS level using XSEDE’s computational
resources[173].

B.3 Appendix III: Franck Condon Factors
Our collaborators Pratip Chakraborty and Spiridoula Matsika calculated the Frank
Condon (FC) factors of the ground and the excited states in uracil in order to show
that the VUV-probe can only ionize population in S1 and S2, and that ionization
from S0 is not measured, even if it is assumed that the molecule is occupying a
’hot’ ground state. This illustrates why a VUV-probe is needed in order to do a
proper weak-field pump-probe experiment.

ezSpectrum 3.0 [86] was used to calculate FC overlaps using the Duschinsky
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rotations approximation. They define the FC factors as
∣∣∣〈ψvfinal|ψvinitial〉

∣∣∣2, where
ψvinitial and ψvfinal are the initial and final vibrational states. The S0 and D0 minima
were optimized at the B3LYP/6-31G(d) and UB3LYP/6-31G(d) level of theory, re-
spectively. Frequencies and normal modes were calculated at the same level of the-
ory and used for the FC overlap calculations. In order to obtain the correct character
for the D1 minimum they had to use TDDFT/TDA/CAM-B3LYP/6-31G(d) level,
since the B3LYP functional did not give the correct character. For consistency the
S1 minimum was also obtained at the same level of theory. Frequencies and normal
modes were calculated at the TDDFT/TDA/CAM-B3LYP/6-31G(d) level of the-
ory for the S1 and D1 minima and were used in the FC overlap calculations. The
minima and normal modes were calculated with Q-Chem package [74].

FC factors were calculated between S0 and D0 and between S1 and D1. The
results can be see in Fig. B.2, where the UV and VUV-photon energies are also
indicated. In Fig. B.2 a) it is clear that the UV and VUV-photon energy are not
energetically capable of ionizing from S0 to D0, even if the ground state were vi-
brationally hot. Fig. B.2 b) shows the FC factors between S1 andD1 which indicate
that the UV-photon energy is insufficient to ionize from S1 without excess vibra-
tional energy, making it a poor probe of S1. In contrast, the VUV-photon has more
than enough energy to ionize S1 to D1 from its lowest vibrational level, and is a
good probe of S1. The VUV-photon is in a unique position to enable us to fully
probe any dynamics in S1, but is still ‘blind’ to ground state dynamics.
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Figure B.2: FC Factors between a) S0 and D0 b) S1 and D1. The UV- and VUV-
photon energies are labels and are indicated by the blue and magenta vertical lines
respectively.
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Appendix C

Differential Pumping Calculation

In this Appendix I explore the idea of removing the 500 µm CaF2 window that
separates the argon gas cell from the interaction chamber and replacing it with a
differential pumping scheme.

C.0.1 Characterization of our Current Pumps
In order to characterize our vacuum system I utilize methods outlined in [174]. The
vacuum system consists of a Welch 1397 mechanical roughing pump, and a Alcatel
- Annecy 5150 CP molecular turbo pump.

A Welch 1397 has a pumping speed of 8.33 L/s (500 L/min). I operate below
100mTorr, so I am in the molecular flow regime. Therefore, the conductance of the
tubing between the roughing pump and the vacuum chamber for air at 20◦C is

C = 12D
3

L
[Ls−1] = 12 cm

s
(3.81 cm)3

1828cm
= 0.363[L/s], (C.1)

where D is the diameter of the tubing, and L is the length of the tubing. For the
vacuum chamber D = 1.5” = 0.0381 m and L = 60′ = 18.28 m. The net speed of
our system at the chamber is

S =
(

1
Sp

+ 1
C

)−1

=
( 1

8.33 L/s
+ 1

0.363 L/s

)−1
= 0.348[L/s] (C.2)

where Sp is the speed of the pump and C is the conductance of the tubing.
The turbo molecular pumps pumping speed for nitrogen is 140 L/s.
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C.1 One Stage Differential Pumping System
The following is for a one stage system, where I have the argon gas cell at P0 = 300
Torr and a small aperture between that and the high vacuum chamber at P2 = 1 ×
10−6 Torr.

The throughput for the system is

Q = P2S, (C.3)

where S = 140 L/s, and the conductance of the sampling region that provides this
throughput is

C = Q

P0 − P2
= P2S

P0 − P2
. (C.4)

The flow through the aperture is in the viscous flow regime (since the argon gas cell
is at 300 Torr), so

A = C

20[cm2] = 1
20

(
P2S

P0 − P2

)
[cm2]. (C.5)

Solving for the radius of the aperture

r = 1
100

√
A

π
= 1

100

√
1

20π

(
P2S

P0 − P2

)
[m]. (C.6)

For a system with S = 140 L/s the aperture size is r = 860 nm. This is obviously too
small to transmit the VUV light into the main chamber.

C.2 Two Stage Differential Pumping System Calcu-
lation

The following is for a two stage system, where we have the argon gas cell at P0 =
300 Torr and a small aperture between that and the intermediate chamber at P1 = 13
mTorr, and another small aperture between that and the high vacuum chamber at P2
= 1 × 10−6 Torr. The pumping speed in the high vacuum chamber is S2 = 140 L/s
and the pumping speed in the intermediate chamber is flexible and can be between
S1 = 0.348 - 140 L/s. A schematic of this system can be seen in Fig. C.1.

The throughput of the pump on the lowest pressure chamber is

Q2 = P2S2. (C.7)
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Figure C.1: 2 Stage Differential Pumping Drawing

The conductance C2 of the aperture separating the region of pressure P1 from the
region of pressure P2 must maintain the throughput

C2 = Q2

P1 − P2
= P2S2

P1 − P2
. (C.8)

We are in the molecular flow regime, so the area of the aperture is

A2 = P2S2

P1 − P2

[
3.7

(
T

M

)1/2]−1

[cm2], (C.9)

where T is the temperature in Kelvin, and M is the mass of the gas in AMU. The
radius of the aperture is

r2 = 1
100

√
A2

π
= 1

100

√√√√ 1
π

P2S2

P1 − P2

[
3.7

(
T

M

)1/2]−1

[m]. (C.10)

The throughput for the pump on the intermediate chamber is

Q1 = P1S1, (C.11)

and the conductance C1 of the aperture separating the region of pressure P1 from
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the region of pressure P0 must maintain the throughput

C1 = Q2

P0 − P1
= P1S1

P0 − P1
. (C.12)

The area of the aperture separating the argon gas cell from the intermediate region
is

A1 = C1

20 [cm2]. (C.13)

The radius of this aperture is

r1 = 1
100

√
1

20π

(
P1S1

P0 − P1

)
[m]. (C.14)

For a system with S2 = 140 L/s and S1 = 140 L/s the aperture sizes are r1 = 98
µm and r2 = 180µm. These sizes are still too small to transmit the generated VUV
without adding extra imaging optics to the beam. For this differential pumping
to be a viable option for eliminating the CaF2 window between the chambers I
would need a larger pump with ∼ 3000 L/s pumping speed. I have diffusion pump
available to us that can pump with this speed, but, as mentioned in Chapter 2, pump
oil cracks in the presence of VUV light and coats our optics. Therefore, if I wanted
to pursue a system with no windows between the argon gas cell and the interaction
chamber I would have to invest in a much larger turbo molecular pump.
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