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Abstract of the Dissertation
Ionic Dynamics in Molecular Strong Field Ionization
by
Arthur Xin Zhao
Doctor of Philosophy
in

Physics

Stony Brook University

2017

This thesis studies the dynamics in strong field ionization (SFI) of small
molecules, with a focus on the removal of electrons from multiple molecular
orbitals, especially the mechanisms underlying the population of excited ionic
states. To do this, we ionize molecular systems with ultrafast intense laser
pulses (~ 10 fs, > 10 TW/cm?) and measure photoelectrons and photoions
in coincidence with velocity map imaging (VMI) detection. The ionization is
multiphoton by design, and due to its highly non-linear nature, intense laser
pulses provide adequate temporal resolutions for probing molecular dynamics
and certain electronic dynamics. VMI measures the momentum distribution
of charged particles, and together with coincidence detection, the full kine-
matics of an ionization event can be reconstructed from the measurement.
This allows for detailed studies of ultrafast spectroscopy, and allows us to
discriminate two different pathways in producing excited ionic states either
direct removal of an inner orbital electron or post-ionization excitation. For
the latter, we carry out SFI experiments as well as theoretical simulations on
a series of molecules, to study its dependence on electronic structure and the
effect of non-adiabatic transition in populating excited ionic states, in partic-
ular, the importance of resonant transitions facilitated by nuclear dynamics.
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Additional work is focused on the strong field molecular double ionization
(DI), where we conjecture a connection between enhanced DI yields and the
electronic structure in conjugated molecular systems.
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Chapter 1

Introduction

The microscopic motion of electrons and ions are responsible for many phys-
ical, chemical and biological phenomena observed in nature, such as light ab-
sorption/emission, changes in molecular bonds and chemical compositions,
and bioinformation storage and transportation. The development of ade-
quate tools to probe electron dynamics in atoms and molecules can help
us better understand these processes and possibly provide means of manip-
ulation, which can ultimately lead to technological innovations. One such
tool that relies on light-matter interactions is molecular strong filed ioniza-
tion (SFI), which utilizes ultrafast intense laser fields to initiate and probe
ionization and subsequent dynamics in molecules. The main merit of this
approach lies in its time resolution due to the highly non-linear nature of
the interaction. Generally speaking, in order to study the structure and
dynamics of atomic and molecular systems, we need a physical quantity of
comparable temporal gradient and sufficient interaction strength. The elec-
tric field in a hydrogen atom is F = e/(4mepad) ~ 5.1 x 10° V/cm, corre-
sponding to an intensity of 3.5 x 10'® W/cm?. Intense laser pulses can be
focused into a volume comparable to its wavelength (sub-pm), producing
an electric field comparable to that within an atom or molecule [3, 4]. The
characteristic period of a Bohr electron orbital is about 2.4 x 10~!7 s and the
few meV energy spacing between typical molecular vibrational levels implies
a tens of femtoseconds (1 fs = 1071 s) characteristic time (ATAE =~ h).
Thanks to the technological advances in ultrafast optics, now we have access
to diffraction-limited laser pulses of a few oscillation cycles (~ 10 fs). What’s
more important is the ionization itself, which is highly non-linear in nature.
In the perturbative limit where the field is not too strong, ionization rate has
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Figure 1.1: Intensity dependence of multiphoton ionization.

an [" intensity dependence, where [ is the field intensity and n is the number
of photons required for ionization. As a result, ionization first takes place at
or near the peak of the field (see Fig.1.1), corresponding to a time scale of a
few or even sub-fs. In fact, most SFI is non-perturbative, which implies an
even higher non-linearity and shorter time resolution. This opens the door
for many interesting studies, such as probing and control of excited states
dynamics[5, 6, 7, 8, 9], ultrafast imaging of molecular structure [10, 11] and
plasma acceleration [12, 13]. Electrons liberated during SFT are still subject
to the intense field, some of which can be accelerated to re-collide with the
ion core to emit high harmonics into the deep UV regime. This makes SFI
an important step towards attosecond (as) science (1 fs = 1000 as), where
one can study fast electronic dynamics [14, 15, 16]. In addition to its time
resolution, ionization is always possible in SFI so there is no dark state. From
the signal detection point of view, ionization as a probe produces charged
particles, which are relatively easy to collect. When the pulse envelope is
of a few optical cycles long, the carrier-envelope phase (CEP) becomes rele-
vant since the instantaneous field strength at the peak of the pulse can vary
depending on the CEP. CEP is important in attosecond science and in study-
ing electron dynamic in SFI. All data presented in this thesis are obtained
as CEP-averaged results which are sufficient since we are mostly interested
in ionic dynamics.

In this thesis, we focus on the dynamics in molecular ions following SFI
of small molecules.

Strong field generally refers to the regime when the perturbative descrip-
tion does not give an accurate account of the ionization rate. This could



be the case when there are resonant intermediate states. More importantly,
when the light field is intense, all states experience a non-perturbative dy-
namic shift in energy, the so-called AC Stark shift, which makes a perturba-
tive treatment difficult. This shift becomes more significant with increasing
field strength, and affects weakly-bound Rydberg states more than tightly-
bound valence states because the former are usually far-detuned. In the case
of a free electron in an alternating field, this shift is termed ponderomotive
shift, which is equal to the cycle-averaged quiver energy due to its oscillating
motion:

1
U, = §mw2 <z?> (1.1)
e’E§(1+¢?)
4mw?

where the angle bracket indicates cycle-averaging and & is the ellipticity with
¢ = 0 corresponding to linear polarization and ¢ = +1 corresponding to
circular. Since a weakly-bound Rydberg electron far away from the ion core
behaves in a similar fashion as a free electron, we should expect the ion-
ization potential Stark shifts up by the same amount as U, (see Fig 1.2).
Furthermore, since the ion is still subject to the laser field after ionization,
an additional amount of energy is required for ionization, which is equal to
the Stark shift of the ion, denoted as Eg. This leads to a modification of the
conservation of energy in the photoelectric effect:

KE =nhw— I’ — U, — Ej (1.2)

where K F is the kinetic energy of the liberated electron, n is the total num-
ber of photon absorbed and Aw is the photon energy [17, 18]. The superscript
i indicates the i*" excited ionic state. From this we expect the photoelectron
energy should vary with intensity since the last two terms in the equation
do so. However, an intermediate neutral state can Stark shift into reso-
nance to produce resonance enhanced ionization, as shown in Fig 1.2. Since
this resonance only occurs at a specific intensity, the resonant peak in the
photoelectron spectrum manifests itself as a narrow peak which appears at
a particular intensity and remains fixed in energy. This non-perturbative
phenomenon is referred to as the Freeman resonance [19] .

A note on the U,: Eq. 1.2 is valid under the assumption that the laser
pulse is short such that as the pulse leaves the ionization region, the photo-
electron’s U, is returned to the field. When the pulse is long comparing to the
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Figure 1.2: AC-Stark shift and Freeman resonance. Intermediate states and
the continuum shifts upwards in energy with respect to the ground state in
an intense electric field. Freeman resonance occurs when an intermediate
state shifts into resonance (in the figure, a 2-photon resonance to the state
denoted by the blue bar.) due to AC-Stark shift. The continuum is shift by
Up, known as the ponderomotive potential.

time for the liberated electron to escape the focus, the electron rides down
the spatially varying potentials in the focus of the laser field, and transforms
its U, into kinetic energy [19, 20, 21, 22] .

Another interesting phenomenon that occurs in strong fields is above-
threshold ionization (ATI)[17, 23], which happens when the liberated electron
absorbs more-than-the-required number of photons during ionization (see Fig
1.3). This appears in the spectrum as a series of similar peaks equally spaced
by one photon energy. It has been observed that with increasing intensity,
higher order ATI peaks (larger number of excess photon absorption) can
be as important as lower order ones[24]. This is another indication of the
breakdown of perturbation theory, which requires the terms of higher order
to get progressively smaller.

For even stronger electric fields that are comparable to the atomic or
molecular Coulomb field, the electron’s potential well is distorted so much
that tunneling becomes important (Fig 1.3). It’s common to use the so-
called Keldysh parameter[25] to distinguish this mechanism from the above-
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Figure 1.3: Multiphoton and tunneling ionization. Above-threshold ioniza-
tion (ATI) occurs when more-than-the-required number of photons are ab-
sorbed during ionization. When the field strength is comparable to the in-
ternal electric field strength inside the atom/molecule, the potential well is
tilted to enable tunneling ionization.

mentioned multiphoton ionization:

Ip
_pr 1.3
in (1.3)

Wiaser w

— — (1.4)
Wiunneling \/Q—m_lp

where Wiynneling 1S a characteristic tunneling rate, calculated as the ratio of

the electron velocity \/g and the barrier width EIT”O v can be interpreted
as a comparison of atomic quantities and external field quantities, either in
energy (1.3) or in time (1.4). If v << 1, then the field interaction energy
(~ U,) is larger than the atomic interaction (~ I,) and the probability for
tunneling becomes significant within a laser cycle (wWiunneiing >> w). We say
the ionization is in the tunneling regime. One the contrary, when v >> 1, the
potential barrier is not substantially suppressed and the suppression time is
too short to allow significant tunneling. This is called the multiphoton regime.
Note that the word multiphoton here refers specifically to the parameter space
where v >> 1. All ionizations considered in this thesis are “multi-photon” in
the sense that I, /w >> 1, since they involve transitions from bound neutral
states to the continuum (~ 10 eV) via coupling to near-IR (800 nm ~ 1.6
eV) laser field, and thus the absorption of multiple photons from the field.



Since the early works by Keldysh[25], Faisal[26] and Reiss[27], much effort
has been devoted to the theoretical understanding of SFI. Most methods cal-
culate the ionization rate based on quasistatic and semiclassical tunneling in
the limit v << 1, and require strong field approximation and single-active-
electron approximation[25, 28, 29|, which ignores the Coulomb interaction
between the freed electron and the ion core and assumes the field only acts on
one electron[30]. In the multiphoton regime where v >> 1, perturbation the-
ory works well only when the field interaction is weak, which is generally not
true in SFI. In fact, because the SFI observed in our experiments often corre-
sponds to v ~ 1, both tunneling and multiphoton characters in the Keldysh
sense are important. In principle, one can obtain an accurate description of
SFI by solving the time-dependent Schrédinger equation (TDSE), but it’s
computationally challenging, even if possible, and it doesn’t always provide
intuitions for understanding the problem or building theoretical models. As
a result, it’s important to carry out comprehensive experimental measure-
ments in order to fully characterize molecular SFI and help develop better
theoretical models.

In this thesis, we focus on identifying different SFI channels (which ionic
states are populated) by measuring the full kinematics of photoelectrons and
photoions in coincidence, and understanding the mechanism governing ionic
dynamics in SFI. In addition, we conjecture a correlation between the elec-
tronic orbital structure and enhanced yield in strong field molecular double
ionization.

The thesis is structured as follows: Chapter 2 describes the experimental
apparatus. Chapter 3 and 4 discusses SFI and post-ionization excitation in
polyatomic molecules, utilizing coincidence velocity map imaging (VMI) de-
tection. Chapter 5 studies strong field molecular double ionization. Chapter
6 concludes and discusses future prospects.



Chapter 2

Experimental Apparatus and
Design

In this chapter, we describe the ultrafast light source and various measure-
ment techniques to study molecular SFI. Our light source is an amplified
Ti:Sapphire laser system equipped with a gas cell filamentation setup, which
produces a broadband spectrum that supports sub-10 fs pulses. An acousto-
optic modulator (AOM) is used to compress and shape the pulse before it’s
sent to the science chamber 2.1 . In all experiments presented in this the-
sis, we measure photoelectrons and/or photoions using velocity map imaging
(VMI) detection, which gives the transverse momentum of a charged particle.
Additional design allows the detection of electrons and ions in coincidence
2.2 . We show two examples to illustrate the applications of coincidence and
non-coincidence detection 2.3 . Finally, we introduce a time-resolved fast
camera 2.4 and describe the algorithm used to recover the 3D momentum
distribution from the measurement 2.5.

2.1 Light Source

The two-stage amplified Ti:Sapphire laser system produces 30 fs (FWHM
intensity), 1 mJ pulses at 1 kHz, with a central wavelength of around 780
nm. First, a Kerr-lens modelocked oscillator (KM Labs) is pumped by a
Coherent Verdi V5 laser to produce ultra-short pulses. Then, these pulses are
stretched in time, sent through a multi-pass ring-cavity amplifier (KM Labs,
HAP-AMP) pumped by a Q-switched Nd:YLF green laser(Photonics DM-



20), and finally compressed into high-power ultrashort pulses. This technique
is known as chirped pulse amplification.
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Figure 2.1: Optical spectra for amplified (blue) and filamentation (red) beam.
The latter is obtained by focusing the former into a 1-m long Ar gas cell,
where self-phase modulation generates new frequencies.

The amplified pulse is then focused into a 1 m long Argon cell (~ 1
atm) to produce a filament, as a result of self-focusing and plasma scattering
(31, 32]. Due to the Kerr effect, high intensity at the focus modifies the
refractive index: An = nol(t), I(t) being the instantaneous field intensity.
This change in turn causes a time-dependent phase delay, which generates
new frequency components according to w = %. This phenomenon is termed
self-phase modulation and in our case, it broadens the spectrum to over 150
nm (FWHM), which is capable of supporting a sub-10 fs pulse (Fig. 2.1).
The output beam is collimated into pulse shaper for compression.

The pulse shaper (see Fig. 2.2)utilizes an acousto-optic modulator(AOM)
and is set up in a 4f-configuration composed of two curved mirrors and two
diffraction gratings. Different frequency components of the input beam are
separated via a grating and then collimated and focused via a curved mir-
ror into the AOM in the Fourier plane, where sound wave induced Bragg
diffraction modulates their amplitudes and phases. Then they are recom-
bined via the second curved mirror and grating to form a collimate output
beam. Since the pulse shaping is linear — multiplicative amplitude and addi-
tive phase modulations, it can be used simultaneously as both a compressor

8
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Figure 2.2: Pulse shaper in a 4f-configuration utilizing an AOM.

for the filament broadband beam and an active pulse shaping element. For
instance, the pulse shaper is often used to digitally control the pulse inten-
sity via amplitude modulation. It’s also convenient to cut off certain spectral
components to produce longer pulses and/or shift central frequencies. The
overall efficiency of the pulse shaper for non-shaped pulse is about 15%.
More details on the laser system, including the filament generation and pulse
shaping, can be found in earlier theses from this lab[33, 34, 35].

2.2 Coincidence Velocity Map Imaging

The output beam from the pulse shaper is directed into a vacuum chamber
where it interacts with an effusive beam of gas phase molecular samples.
The vacuum chamber is backed by a turbo pump with a base pressure of
~ 1072 Torr, and the operating pressure usually ranges from ~ 1078 to
~ 1075 Torr, depending on the experiment. The beam is focused with a
5cm curved mirror in the center of a set of electrostatic lens, which extracts
charged particles and sends them through a time-of-flight (TOF) tube onto
a dual stack of microchannel plates (MCP) in chevron configuration (Fig
2.3) . The TOF tube is enclosed in p-metal to shield the earth’s magnetic
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Figure 2.3: Apparatus for coincidence VMI and illustration of the voltage
switching timeline. The voltage is first set for electron extraction. Once the
electrons have left the accelerating region, the voltage is switched to positive
for ion extraction. Due to the large mass ratio between ions and electrons,
during electron extraction phase, ions don’t deviate much from their starting
positions. The MCPs front surface is set to ground, which lowers the detec-
tion efficiency but is necessary for detecting both electrons and ions. The
camera has a minimum of 24 us exposure time and is triggered earlier such
that the shutter closes immediately after the arrival of the electrons. The
arrival times for all charged particles are recorded as a TOF trace for mass
calibration with a fast digitizer.
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field. The incident particle hit triggers a cascade of electron showers in the
MCPs, which in turn illuminate a phosphor screen behind the MCPs. The
time-of-arrival information is recorded by a digitizer via a capacitor coupling
for the time-of-flight mass spectrometry (TOFMS), and the hit positions
are recorded by collecting the fluorescence from the phosphor screen with a
fast CMOS camera (BASLER acA2000-340km, 360 x 360 pixel frames at 1
kHz). The image is thresholded and passed to a centroiding algorithm which
identifies clusters that contain multiple connected pixels. Finally, the pixel
value weighed center of each cluster is recorded for post-analysis.

The electrostatic lens consists of 3 conducting plates, Repeller, Extractor
and Ground. We shall refer to them collectively as VMI plates. The voltage
on the Extractor is set to a specific fraction (70% in our case) of that on the
Repeller for Velocity Map Imaging (VMI), which maps the 3D momentum
distribution of charged particles to their hit positions on a 2D detector|[36, 37].
Let’s consider a charged particle that has mass m and velocity component
parallel to the detector vy. VMI renders the relationship v/mvy = AT,
where 7 is the position on the detector and A o \/%T/ is a conversion factor
determined by the particle’s charge ¢, the Repeller voltage V' and the TOF
path length L. The choice of the Repeller voltage is mainly determined by the
MCP’s quantum efficiency which depends on the incoming particle’s velocity
and sign of charge. Generally speaking, the larger the velocity, the better
the efficiency. However, it becomes sub-linear after an “optimal” voltage —
the efficiency vs voltage plot flattens out. Since the energy gain from the
VMI plates only depends on the particle’s charge, a heavier ion has lower
detection efficiency due to its lower incident velocity[38, 39]. The optimal
voltage for electrons is much less than that for ions due to different scattering
properties [40]. The ratio of voltages between the Repeller and Extractor
depends on the exact dimensions of the VMI design. Usually we first set a
desired voltage on the Repeller, and then adjust the voltage on the Extrator
until we see a sharp focus of a point source (eg., zero-kinetic energy ions).
When a system possesses cylindrical symmetry, its 3D distribution can be
reconstructed from its 2D projection via the Abel inversion, provided that the
symmetry axis is parallel to the detector. This is the case for, say, ionization
with a linearly polarized laser beam, where the symmetry axis coincides with
the polarization direction.

A voltage switching scheme is designed to detect both the ion and elec-
tron from a single ionization event (Fig 2.3). Because of the large mass ratio,
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the ion doesn’t move much during the time the electron leaves the acceler-
ating region. The voltages on the VMI plates are switched from negative to
positive using two DEI Scientific Pulse Generators (< 25 ns switching times),
immediately after the departure of the electrons. On the detector end, the
camera shutter is closed after the arrival of the electron. For reference pur-
pose, here we give a list of steps for adjusting the trigger timing for each
detector component:

1. The pulse intensity and the sample pressure are adjusted to give a
reasonable amount of signal.

2. The voltage switch trigger time and the TOF digitizer trigger time/record
length are adjusted to see the electron signal. Note that it’s enough
to see TOF signals as long as the electrons see a negative voltage, the
exact voltage switch timing is not important.

3. The voltage switch trigger time is fine-tuned such that it switches right
after the electron’s arrival. One should see both electron and ion signals
after this step.

4. The camera exposure is set to the minimum and the its trigger time
is delayed until electrons appear. In our case, the minimal exposure is
24 ps and it needs to be trigger more than 24 us before the arrival of
the pulse. If this is not the case (seeing hits on the camera even with
zero trigger delay), then decrease the delay on the master trigger and
restart from step 1.

5. The appropriate thresholds for TOF trace is set by blocking/unblock-
ing the laser and camera images threshold is set by using centroiding
statistics.

6. The desired pulse intensity is set.

7. The sample pressure is fine-tuned such that on average ~0.5 ionization
event takes place per laser shot. This guaranteers most of the detected
electron-ion pairs come from a single molecule. This value is interpreted
from electron yield statistics, assuming detection efficiency and Poisson
distribution in count. See Appx B for details..

12



This coincidence measurement, together with VMI, allows us to study the
photoelectron spectrum associated with a particular ion species. This is par-
ticularly useful in identifying different ionization and dissociation pathways
(see Ch. 3 and 4). Note that with the TOFMS, we have the mass informa-
tion of all charged particles. However, due to a limited frame rate for the
camera, we have access to the electron momentum only. This is a detector
problem and can be solved by using a detector that has both temporal and
spatial resolution, such as a delay line detector [41, 42] or Timepix camera
43, 44] (see Sec. 2.4).

A conventional two-sided coincidence VMI apparatus is usually equipped
with delay line detectors and has the advantage of high temporal and spatial
resolution. But it’s limited to low count rate coincidence measurements due
to the nature of the detector. The advantage of a single-side camera based
coincidence VMI setup is two fold — (1) low cost and easy operation due to
its simplicity, and (2) the ability to switch between coincidence and non-
coincidence modes. The coincidence mode provides access to comprehensive
kinematics of a reaction and is useful in discriminating various mechanisms
and/or pathways underlying the reaction. More on this will be discussed in
Chapter 3. On the other hand, non-coincidence mode allows a much higher
data acquisition rate and is useful in exploring parameter space. For better
illustration, we show two experiments carried out in each modes.

2.3 Examples: Coincidence vs Non-coincidence

The first example is a coincidence measurement of strong field ionization of
CH,IBr (Fig 2.4). Panel (a) is the TOFMS which contains an electron peak
and all major ion peaks. The timing resolution depends on the TOF tube
length and the VMI plate voltage. In this case, we can resolve all major frag-
ments resulting from photo-dissociation but the resolution is not fine enough,
for instance, to separate bromine isotopes or to identify single hydrogen re-
movals. Panel (b) shows two photoelectron spectra, measured in coincidence
with the parent ion CHsIBr+ and a fragment ion C' H, Br+. There is a sys-
tematic way of assigning the peaks in the spectra which we will discuss in
detail in Sec.3.1. For now, we just note that there are obvious differences
in the two spectra, which helps us understand the ionization process and
ionic dynamics. In comparison, a non-coincidence measurement will only
generate one spectrum for all electrons, therefore obscuring many interesting
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Figure 2.4: Coincidence photoelectron spectra data of CHyIBr. (a) TOF
trace showing electron and ion peaks. The electron peak is overlapping with
a ringing signal from the switching voltage, but its amplitude is indeed large
enough to be easily discriminated. (b) Spectra of photoelectrons measured in
coincidence with the parent ion and the most abundant fragment ion, after
Abel inversion and being normalized to total yield. Label Di(n) indicates
the electrons are resulting from a n-photon process and associated with the
i-th excited ionic state. (c) and (d) 2D slices of Abel inverted images of
photoelectrons measured in coincidence with CH,Br* and CH,IBrt.

features. The bottom two panels are slices of the 3D electron distributions
corresponding to the two spectra plotted in panel (b).

The second example is a non-coincidence experiment where we test the
energy resolution of the detector. Ideally, we’d like to have a well defined
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Figure 2.5: VMI images and photoelectron spectrum for strong field ioniza-
tion of krypton atoms. Top panels are Abel inverted 2D images taken with
the CMOS camera in non-coincidence mode, with the one on the right being
zoomed onto the 4th quadrant. The lower panel is the low energy portion
of the photoelectron spectrum, after background subtraction. Three peaks
resulting from autoionization are labeled by their Rydberg orbitals.

(narrow and constant) energy feature for apparatus calibration. This natu-
rally leads us to atomic systems where there are no nuclear dynamics. It’s
known that there are so-called doubly excited states in the strong field ion-
ization of Krypton atoms, where one electron is in a high-lying Rydberg state
while the ionic core is also excited. After the laser pulse passes, the Rydberg
electron can be liberated by the energy released from the relaxation of the
ion core. There is no Stark shift for this electron since the field is absent. It
shows on the VMI image as a series of narrow peaks with well-defined ener-
gies that are independent of laser intensity[45] . We first calibrate (finding
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the conversion factor A) our apparatus with the ATI peaks, then we identify
the first three Rydberg peaks in the Kr measurement shown in Fig 2.5. This
gives a lower bound on the energy resolution of about 30 meV FWHM. In
this setup, at 100 meV, about 30 pixels away from the center of the image, 30
meV in energy corresponds to about 5 pixels on the camera sensor, suggesting
that the resolution is mostly limited by factors other than the camera, such
as imperfect electrostatic fields in the VMI plates. The energy spread across
a single pixel increases with energy. At about 180 pixels (2.6 eV) away from
the center of the image(the camera is 360x 360), one pixel corresponds to 30
meV. The upper panels in Fig 2.5 are Abel inverted images of photoelectrons,
but now integrated over around the axis of symmetry (see 2.5 for different
presentations of Abel inverted data). Comparing to coincidence mode, here
we can no longer differentiate photoelectrons based their ion partner mass.
However, while the coincidence data shown in Fig 2.4 is taken over a 12-hour
experiment, the image in Fig 2.5 is a result of only a few minutes of continu-
ous integration. This makes non-coincidence particularly useful for searching
parameter space and obtain good statistics on interesting features identified
in coincidence measurements.

2.4 TimepixCam Camera
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Figure 2.6: TOFMS obtained from TimepixCam camera. Note that the
bromine isotopes are clearly separated in this measuremnt.
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In coincidence measurements, both electrons and ions are collected by
the MCPs and phosphor screen. However, the above described apparatus
only measure the momentum distribution of electrons. The reason is that
the camera can neither take one frame for each charged particle species due
to limited frame rate, nor temporarily separate all incident hits. We set the
shutter timing such that the exposure is stopped after the arrival of the elec-
trons, so we know all hits are electrons. One way to overcome this limitation
is to utilize a detector that has both spatial and temporal resolutions, such as
a delay-line detector[42, 41] . However, this kind of detector design requires
a low incoming flux of particle in order to temporarily resolve them. Here we
present a simpler design utilizing a time-stamping camera — TimepixCam.

Compared with conventional cameras which have mostly been used as a
static 2D detector, TimepixCam is designed to have the ability of recording
an additional dimension — the time-of-arrival (TOA) of photons. It consists
of a specialized silicon sensor[44], a Timepix3 chip[43] and a SPIDR read-
out system [46]. The silicon sensor has an AR-coated (anti-reflection) thin
entrance window providing high quantum efficiency in 400 - 900 nm range
and it’s used to convert incoming light to electric current. It’s connected to
the Timepix3 chip via a bump bonding process which is commonly used for
constructing hybrid-pixel detectors like TimepixCam. Timepix3 is developed
at CERN, as the next-generation of the Timepix series [47]. It contains an
array of 256256 pixels, each of which is of (55x55 um?). Each pixel unit
functions independently with a nominal ToA timing resolution of 1.6 ns (640
MHz), recorded in a 18-bit register. When the incoming photon flux on a
pixel exceeds a pre-set threshold, its clocks the time and send it to the up-
stream readout borad (the SPIDR system in our case), along with the pixel’s
coordinates. So this camera can be used as both an imager as well as a fast
digitizer. Combined with the MCP-phosphor detector, TimepixCam is capa-
ble of simultaneous detection of both the hit positions and TOA information
of all charged particles. This is preciously what one needs for a full coin-
cidence measurement — associating photoelectron spectra with photoions of
particular species and momentum distribution, and vice versa. Since the pix-
els in TimepixCam operate independently and continuously, only triggered
pixels send data upstream to the computer and then they reset themselves
for new data acquisition. This alleviates the limited bandwidth problem in
upstream data transfer that is common to high-speed cameras, and allows
a long duty cycle due to continuous readout. In fact, the onboard master
clock allows a 90-day continuous operation without reset. This makes it very
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convenient for long-duration and sparse data acquisition, such as coincidence
experiments. Fig 2.6 shows a TOFMS recorded by TimepixCam, noting that
the time resolution is good enough to discriminate bromine isotopes.

The TimepixCam and its implementation in the coincidence measurement
is still in the test phase. We will show some preliminary results on double
ionization at the end of Ch.5.

2.5 Abel Inversion

Here we describe an Abel inversion algorithm used to process all the data pre-
sented in this thesis. The Abel transform projects cylindrically symmetric 2D
distribution f(r) onto a 1D distribution F(z), provided that the projection
vector is perpendicular to the axis of symmetry. Note that the geometrical
constraint implies that for a given x = zy, only f(r) with r > z, contributes
to F(xg). Because of this, the transform mapping is one-to-one and the in-
verse transform can be used to recover the 2D distribution. Note that in the
experiment, the 2D image is in fact inverted line-by-line to recover the 3D
distribution.

We shall consider the discrete case of Abel transform, and by studying
its geometrical constraint, derive the Abel inversion formula. In Fig 2.5,
suppose we have a 2D distribution that contains 4 rings (the central disk and
3 annuli) of width 1 (same size as the Cartesian grid), which are projected
along the negative y-axis onto the 7 pixels along the x-axis. The z-axis is the
axis of symmetry. Cylindrical symmetry implies that we can assign a density
value to each ring such the total number of particles falling in each ring is
equal to the product of the ring’s density and its area. And for each pixel, the
contribution from one ring can be obtained by calculating the relevant patch
covering that pixel. For instance, in the figure, the Abel projection of the
outer most ring onto the pixel CB is twice the area of the shaded patch (and
the bottom half) times the ring’s density. We can also understand intuitively
from the figure why the Abel inversion exist and is unique — since the outer
most ring is the only contribution to the pixel BA, knowing the value of BA
and the area of the ring that’s projected on BA, we can recover the density
of that ring. Then with this density, we can calculate the outer most ring’s
projection onto the pixel CB. The difference of this projection and the value
of CB is the contribution from the second outer most ring, whose density
can therefore be uniquely determined. Now all that’s left to show is that all
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Figure 2.7: A 2D cylindrically symmetric distribution (represented by con-
centric rings), is projected on to pixels of a 1D detector (segments on the
x-axis). Due to symmetry, each ring has a constant density value. For exam-
ple, the contribution of the outer most ring to the pixel BC is the twice the
product of the ring’s density and the area BFED. For a given pixel of dis-
tance d away from the center, only rings with radii equal to or greater than d
contribute to the projection. This implies a unique inversion to reconstruct
the 2D distribution from the 1D projection. See text for details.

the patches projected onto each pixel have well defined areas. For this, let’s
denote by R a 4-by-1 vector such that its k+ 1" component R}, is the density
value of the k + 1** ring, counting outwards, and by P a 4-by-1 vector such
that its  + 1 component P, is the value of the x + 1" pixel on the x-axis.
Note that x,k = 0,1,2 or 3 in this example. Let’s consider the contribution
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on P, from Ry, which is twice the shaded patch. The area of the shading is

BDEF = OEA-OFA+OFB-OEC—CDB  (2.1)
OBA—OFA — n(k4 sp@i=%
2 27

1 1 1 1
OFB = §($+§)\/(k+§)2—($+§)2
1 1 1 1
OEC = 5(317—5)\/(/€+§)2_(96_5)2
) — L2
oS =
1 Frl
T+
¢2) = 2
cos(¢p9) P

Eq 2.1 is indeed a recursive relation since the last term is the contribution
on P, from Ry_;. All the equations hold for £ > x and some special care
is needed for x = 0. Denote the area of the shading by %Axk, we see that
P, =%, Az Ry, or in matrix form P = AR, more explicitly,

Py S - Ry
Al L0 . - R,
Pl =?|0 0 BCD BDEF| |R, (2:2)
Py 0 0 0 ABF | |Ry

Note that A, is an upper triangular matrix, therefore A is invertible and
the Abel inversion can be written as

R=A"'P (2.3)

In our experiment, P is a line of pixels from the camera image and R con-
tains all the information about the 3D momentum distribution. It’s worth
noting that Eq 2.3 is a linear equation with a constant linear transformation
A~ This means that we only need to calculate A and its inverse once to
process as much data as needed. In addition, this allows on the fly data pro-
cessing since P is additive. An implementation of this algorithm is presented
in Appendix C. Of course, Eq 2.3 assumes cylindrical symmetry and therefore
requires a large data set. Based on our experience, 100k hits usually allows
for a reasonable Abel inversion. There are other methods which are designed
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to deal with low statistics problem by fitting the data with multipixel basis
sets [48, 49].

For historical reasons, in Fig 2.7, we have assumed the image centers on
a pixel (the central circle inscribing a lattice unit). One can also derive a
similar upper triangular A matrix when the center of the image is on a pixel
intersection, which has the following advantage. Since a hit cluster contains
multiple pixels, the centroiding algorithm renders a hit position with sub-
pixel resolution. This makes it possible to refine the pixel array for better
resolution. The simplest refinement involves sub-dividing a pixel which adds
intersections to the interior of a pixel. Therefore an intersection-centered A
matrix can easily adjust to this refinement.

Fig 2.8 shows the photoelectron data from the krypton experiment men-
tioned in the previous section. The 2D image in panel (a) is the raw camera
image. The 3D distribution is obtained by applying the Abel inversion for-
mula derived above. There are several ways to view this distribution. One
can simply look at a cross section through the axis of symmetry (z-axis), as
shown in panel (b), or integrate over the azimuthal angle around the z-axis
to obtain panel (c). which shows the yield as a function of polar angle and
radial momentum. Integrating once more around the center of the image
gives the total yield as a function of transverse momentum. After convert-
ing pixels into energy, with the conversion factor given by VMI, we end up
with the photoelectron spectrum, as shown in panel (d). Note that panel (c)
preserves all angular dependence of the yield. Instead of integrating over all
angles, one can select a certain direction. In fact, all spectra in this thesis
are assumed to be produced by integrating over a 4+ 30 °sector about the
polarization axis unless otherwise specified. This choice is based on the fact
that most yields lie within this sector. And because of possible angular dis-
tributions, excluding other sectors makes the features in the spectrum more
visible.

In the following chapters, we will show several experiments carried out
using the VMI detection, in both coincidence and non-coincidence modes,
and discuss new physical findings from them.
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Figure 2.8: Going from 3D distribution to 1D spectrum. Panel (a) shows
the reconstructed 3D momentum distribution of photoelectrons with its pro-
jection on a 2D surface. The 2D projection is what we measured with the
camera in the experiment. We denote the axis of symmetry as the z-axis,
which is the bright central axis of the 3D distribution. In this experiment,
it’s also the direction of the laser polarization. Panel (b) is a cross section of
the 3D distribution, cutting through the z-axis. Panel (c) is obtained by an-
gularly integrating over the azimuthal angle, around the z-axis. This shows
the distribution of the photoelectrons as a function of polar angle and ra-
dial momentum. Panel (d) is obtained via further integration over the polar
angle, around the center of the images in panel (c).
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Chapter 3

Molecular SFI with
Coincidence VMI Detection

As mentioned in Chapter 1, SFI is a non-linear multi-photon process that is
very sensitive to the intensity of the field. Consequently, it first occurs at or
near the peak of the pulse, and is naturally an ultrafast process. This allows
us to use SFI as a tool to study ultrafast processes in molecular dynamics.
Several recent experiments (in addition to one earlier work [50]) have pro-
vided evidence of SFI from multiple orbitals [51, 52, 53, 54, 55, 56, 57, 58, 59].
A detailed study of which orbitals are involved and what final ionic states
are populated by SFI is important for understanding electronic dynamics
underlying SFI. In this chapter , we discuss in detail the SFI photoelectron
spectrum obtained in coincidence VMI measurement, specifically, the assign-
ment of the peaks in the spectrum to various ionic states (Sec. 3.1) and
the concept of indirect ionization (Sec. 3.2)[35, 60]. In a coincidence experi-
ment, since electrons and ions are measured in pairs, we can discriminate the
electrons based on their partner ions’ masses and obtain one photoelectron
spectrum in coincidence with each ion species. Often, with the knowledge
of ionic potential energy surfaces and the dissociation energies for various
fragmentation pathways, one can associate an ionic state with a specific ion
species, and ultimately with a specific peak in the photoelectron spectrum
using energy conservation. This can provide new insights into the ionization
process. For instance, if an ion species is produced solely via the dissociation
of a particular excited ionic state, then we know the detection of electrons
in coincidence with this ion species necessarily results from the population
of this excited ionic state. While assigning peaks in electron spectra, we
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find that some of the peaks in the photoelectron spectrum measured in co-
incidence with the parent ion also appear in the spectrum measured in co-
incidence with certain fragment ions. This suggests an ionization pathway
in which the molecule is first ionized to a non-dissociative state, then field-
excited to a higher dissociative state during the remainder of the pulse. We
call this indirect ionization and shall discuss this in detail in Sec. 3.2 . In the
next chapter, we will study the mechanisms underlying indirect ionization.
Most experiments are carried out with halomethanes molecules which are
derivatives of methane (C'H4) with one or more hydrogen atoms replaced by
halogen atoms (F',Cl,Br and I). The closely spaced ionic states in this family
of molecules provide a good system for studying the dynamics in the ion af-
ter SFI. In addition, the lab has a great deal of expertise in these molecules,
both experimental data and electronic structure calculations, particularly,
CH,IBr [1, 2, 35]. Other small organic molecules are also uses for exploring
the dependence on molecular parameters.

3.1 Coincidence Photoelectron Spectra

In this section, we use an example to illustrate coincidence VMI experiments
and the procedure of assigning peaks in the photoelectron spectra. The
experiment is carried out with the apparatus described in Sec 2.2 and Fig
2.3, and 30 fs amplifier pulses (no filament). We first mass-calibrate a TOF
trace (similar to Fig 2.6) and mark time windows for electrons and all relevant
ions (excluding background signals such as H0). Then we set the timings,
pulse intensity and pressure according to the steps given in Sec. 2.2. For each
laser shot, one TOF trace and one image are recorded by a Labview program,
which processes them in the following fashion: it first checks the trace to see
if there is an electron peak (without counting the number of electrons) and an
ion peak in one and only one of those pre-defined ion windows (being outside
implies it’s either noise or coming from the background). If this is the case,
then it proceeds to centroid the image; otherwise, it dumps everything and
waits for the next laser shot. The centroiding algorithm thresholds the image
and identifies connected pixel clusters as an incident electron hit. If there is
one and only one hit, the code records the ion bin number and the electron
hit coordinate; otherwise, it does nothing. This is effectively analyzes the
data on the fly and drastically reduces the data file size. For post-analysis,
we first construct a 2D image from the electron coordinates, for each ion
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species. Then we Abel invert the images and integrate twice (see Sec 2.5)
to obtain the spectra — electron yield as a function of its kinetic energy.
As discussed in Ch 1, energy conservation dictates the photoelectron kinetic
energy:

KE =nhw — I — U, — Ej§ from Equation 1.2

where K F is the kinetic energy of the electron, n is the number of photons
absorbed, w is the central frequency of the laser pulse, I% is the ionization
potential to the i continuum, Up is the ponderomotive shift and E% is
the AC Stark shift of the i*" excited ionic state. This provides a basis for
identifying various peaks in the spectra. The photon energy is about 1.6 eV
for the central wavelength of 780 nm. The ionization potentials are taken
from [61]. The equilibrium geometry in Dy, the excitation energies at the
Franck-Condon position and dissociation channels (Fig.3.1) are from ab initio
electronic structure calculations[l, 2]. The ponderomotive potential U, =

42382 scales linearly with field intensity and therefore can be interpolated
from the intensity dependent shift of non-resonant photoelectron peaks. By
measuring this shift with varying intensity, one can indeed obtain an intensity
calibration. In the data shown below, the pulse peak intensity is calibrated
to be around 10 TW/cm?. We expect a spread of U, due to volume averaging
effects, that is, at high intensity, not all ionization takes place at the peak
of the pulse. The dynamic Stark shifts of the ionic states at the intensity
used in the experiment are estimated to be small (~ 100 meV) and therefore
neglected in assigning peaks. The simulation model used for making this
estimation is discussed in Appendix C.

Fig 3.2 shows the photoelectron spectra in coincidence with the parent
and the most abundant fragment ion from the SFI of CH,IBr. Peak label
D denotes the ionization to the z* ionic state by absorbing n photons.
From Fig. 3.1 we see that Dy has a much larger IP than the first 4 states
and therefore we shall neglect it in the peak assignment. This simplification
is backed by the observation that there are few I+ and CHyl+ ions in the
TOF trace, which are associated with the dissociation from D4[61]. We first
calculate the energy differences among peaks and compare these values to
those from the calculation to form assignment hypotheses. Then we note
that Dy and D; are the only non-dissociative states and therefore electrons
in coincidence with the parent ion should be associated with these 2 states.
These two observations fix the assignment of Dy and Dy, which are the only
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Figure 3.2: Photoelectron spectra coincident with the parent ion (black solid)
and one fragment ion (dash blue)from strong field single ionization of CH,IBr.
Peak label DI denotes the ionization to the z!* ionic state by absorbing n
photons. We see two peaks Dg) and Dg) in the photoelectron spectrum
measured in coincidence with CHIBr+, while there is an extra peak DéB)
associated with CHyBr+. The tails of red arrows (the right ends) indicate
the appearance energy calculated based on peak assignment (see main text)
and Eq. 3.1, with U, = 0. The heads (the left ends) indicate the appearance
energy with U, = maximum (at the peak of the pulse). The shaded regions
are where the U, lies within 70% of its maximum, which is where we expect
most ionization to take place[35].
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major peaks in the spectrum coincident with the parent ion. Those peaks
not in coincidence with the parent ion and not having the same energies as
Dy or D; must be associated with Dy or D3. What’s left now are the peaks
in coincidence with the fragment ion while having the same energy as D
or D;. Energy conservation dictates that these electrons must result from
ionizations to Dy and D;. The fact that they are measured in coincidence
with the fragment ion suggests that the ion is further excited to Dy or D3 after
the initial ionization. In fact, as suggested by Fig.3.1, there is a 1-photon
resonance from Dg to Dy/3 not far away from the Franck-Condon (FC) point
(the position where ionization takes place). Even though the estimated time
for a wavepacket on Dgy to evolve from the FC to the resonance is about
80 fs[62], the strong coupling can still excite a fair amount of population
(also see Sec.4.3 for more discussion on off-resonant transitions). With the
estimate value for the pulse intensity, we can calculate U, and the absolute
energies we expect from Eq. 3.1. This confirms our assignment and give the
photon order n for each peak, as labeled in the Fig 3.2.

This peak assignment procedure is generally applicable for molecules
we've studied. In some cases, there are many closely spaced peaks due to
either high intensity (so one can no longer ignore high-lying ionic states) or
neutral resonances (each neutral resonance can result in a separate peak with
energy close to that of the non-resonant peak), which makes the assignment
difficult. One way to circumvent this problem is to start from lower intensity
and assign lower states first. Then we can go to non-coincidence mode and
increase intensity while following assigned peaks and note newly appearing
peaks. Once reaching the target intensity, we can again use coincidence mea-
surements to resolving the new peaks. If possible, one can also tune the laser
central wavelength to map out resonances.

3.2 Direct vs Indirect Ionization

When talking about the ionization of atoms or molecules, it’s intuitive to
think of the removal of an electron from the highest occupied molecular
orbital (HOMO) since it requires the least amount of energy. However, in
molecular SFI, as we see in Fig. 3.2 (D peak), it’s possible to directly liberate
an inner orbital electron with intense pulses (~ 10 TW /cm?) and produce an
excited ion (panel b in Fig. 3.3).

On the other hand, in Fig 3.1 we see that the parent ions are associated
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Figure 3.3: (a) Indirect ionization: initial ionization liberates an electron
from the HOMO, and then the field excites the ion by promoting an inner
orbital electron. (b) Direct ionization: direct removal of an electron, in this
case, an inner orbital electron.

with either Dg or Dy, and fragment ions result from the dissociation from D,
or higher states. However, we note that electrons of certain energy that are
detected in coincidence with both the parent and fragment ions. The fact
that an electron is detected in coincidence with the parent ion implies that
the molecule is ionized to either Dy or D;. The only way for this electron
to be detected in coincidence with a fragment ion is that the ion in state Dy
or Dy is further excited to a dissociative state by the field after the initial
ionization, as illustrated in panel a in Fig. 3.3. The net result is the detection
of a fragment ion in coincidence with an electron whose energy is consistent
with ionization to a non-dissociative state. We shall refer to this kind of
ionization indirect ionization (also know as post-ionization excitation). Fig.
3.3 compares these two different ways of creating excited ionic states. Note
that as far as the final ionic state is concerned, there is no difference between
these two pathways. However, the liberated electrons generally differ in their
kinetic energies, and possibly angular distributions. In other words, by mea-
suring the electron’s kinetic energy, we can learn about the actual ionization
process and the state of the ion at the moment of ionization. Since the oc-
currence and the kinetic energy release of a dissociation is determined by
the final state of the ion at the end of the pulse, by measuring the ion mass
and /or momentum in coincidence with its partner electron, we can study
what happens between the time of the initial ionization and the end of the
pulse, for instance, how did the post-ionization excitation take place.

Fig 3.4 shows photoelectron spectra from the coincidence measurement
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Figure 3.4: Comparing direct and indirect ionizations. The photoelectron
spectra are from a coincidence measurement of the ionization of CHyBrCl. 3
ionization pathways are identified and associated with features in the pho-
toelectron spectra. D, and Dy denote non-dissociative and dissociative ionic
states, respectively and collectively. Note that the sum of area I and II is the
total initial ionization to D,, the former remaining in that state while the
latter being further excited to other states. Consequently, photoelectrons
coming from path I and II have the same kinetic energy, E;. Those from
ionization path III have less energy, E,, since the ions end up in more highly
excited states.

of SFI of CH,BrCl together with a schematic comparison of 3 different ion-
ization pathways. Pathway I and III are direct ionization, going to non-
dissociative states D, (Dy and Dy in this case) and dissociative states Dq (Do
and D3 in this case) states, respectively. Pathway II is indirect ionization,
corresponding to the population that is initially ionized to D, and then ex-
cited to Dq. The sum of I and II is the total ionization wnitially to D,. Now
one may ask: what effects the ratio between direct and indirect ionization?
And what effects the ratio between ionization to D, and Dgq? In the next
section, we try to answer these questions by comparing various molecular
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systems.

3.3 A Survey of Ionization Pathways

In order to explore the physical quantities that affect various ionization path-
ways, we carry out VMI coincidence measurements on 8 different molecules:
Carbon disulfide(CSy), 1,3-Cyclohexadiene(CgHg), o — terpinene(CioHyg), 1,3-
butadiene(C4Hg), Iodobenzene(CgHs1), Trifluoroiodomethane(CF3I), Bromo-
chloromethane(CH,BrCl) and Iodobromomethane(CH,IBr), which represent
a range of sizes, structures and energy gaps between D, and D4q. The gap
energy ranges from below 1 eV to above 4 eV. Note that the photon energy
used in these experiments is about 1.6 eV. Table 3.1 lists the IPs and gap
energies for all the molecules used in this study. Wherever possible we have
used experimental values. Since we are interested in the gap between non-
dissociative states (D,) and dissociative states (Dq), we treat different D,-Dgy
pairs within each molecule separately as long as we can discern them in the
measured spectrum.

We obtain the absolute yields for different states by integrating over por-
tions of the spectra in the same fashion as illustrated in Fig. 3.3 (shaded
areas) and then compute the ratios between various pathways, which are
shown in table 3.2. The total parent ion yield refers to all the ionization
initially going to D,, which is the sum of I and II in Fig. 3.3. We consider
3 different ratios here: R, the percentage of the total ionization yield that
ends up in Dg, either directly or indirectly. Rip_p, the percentage of the D,
that is excited to Dq. Rpr_p, the percentage of the initial ionization that
ends up in Dyq. We will discuss these ratios separately in the remainder of
this section.

Since we are comparing results for different molecules, we try to maintain
a constant ionization rate for all experiments by adjusting the laser pulse
intensity and molecule sample pressure. We also worked to achieve a total
ionization yield of about 0.6 per laser shot in order to obtain a good true
coincidence rate (i.e., A = 0.6 in the notation used in Appendix B, A being
the mean of the Poisson distribution.). The systematic uncertainty in this
experiment is mainly due to the intensity variation. We estimate that the
ionization rate varies between molecules within a factor of two above and be-
low the mean value. Given the strong intensity dependence of the ionization
process, we estimate that this corresponds to a 10 percent variation in the

31



Species Do(eV) | Di(eV) | Dy(eV) | Ds(eV) | Gap Energy (eV)
CH,IBr [63] 0.60 | 10.26 |10.91(d) | 11.12(d) | 11.02-10.26=0.76 ?
CILBrCl [63] | 1077 | 11.03 | 11.72(d) | 11.81(d) | 11.76-10.90=0.86 *
CeHsI [64] 8.75 9.45 9.74 10.55(d) | 10.55-9.60=0.95 *
CH,IBr [63] 0.60 | 10.26 |10.91(d) | 11.12(d) | 11.02-9.69=1.33 ?
CgHsI [64] 8.75 9.45 9.74 10.55(d) 10.55-8.75=1.80
CF41 [65, 66, 67 | 10.37 | 1109 | 13.02(d) | 15.17(d) | 13.02-11.09=1.93
C, M, [68] 0.00 | 11.50(d) | 12.44(d) | n/a 11.50-9.09=2.41
CF,1 [65, 66, 67] | 10.37 | 11.09 | 13.02(d) | 15.17(d) | 13.02-10.37=2.65
Crol [69] 757 | 10.25(d) | 10.71(d) | n/a | 10.48-7.57=2.91°
CoHy [70] 825 | 11.67(d) | 13.19(d) | 13.26(d) | 11.67-8.25=3.42
CS, [71] 10.08 | 12.70 | 14.47(d) | 16.19(d) | 14.47-10.08=4.39

Table 3.1: Tonization potentials and gap energies for all the molecules used in
the experiments, sorted by the increasing gap energy, which is defined as the
energy difference between a dissociative ionic states and a non-dissociative
one. “(d)” labels dissociative states. Notice that since CHIBr, C¢HsI and
CFjsl all have two reasonably resolved peaks in their photoelectron spectra in
coincidence with the parent ions (see Figure A.1, A.2 and A.3 in Appendix
A), all of them are listed twice in the table.

In case two states lie too close to each other to be resolved in the photoelec-
tron spectra, we treat them as one state with their average IP:

¢ averaged non-dissociative states’ energy;

b averaged dissociative states’ energy.

intensity. We carry out an intensity study on a chosen molecule: CHyBrCl.
We use the differences between the spectra taken at different intensities to
estimate error bars for the graphs shown below. In order to check that the
uncertainties we estimate based on CH;BrCl are reasonable, we measured the
photoelectron spectrum in non-coincidence mode as a function of intensity
for all the other samples, and find that for the small variations in intensity
in our experiments there is only variation in the total yield and no obvious
change in the shape of the spectra. Thus, we believe the relative uncertainty
obtained from CH;BrCl provides a reasonable estimate of the uncertainty for
the other samples. The error bars in Figure 3.6 and 3.7 are obtained in this
fashion. The coincidence photoelectron spectra for all the molecules other
than CH,BrCl are shown in Appendix A.
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Ratio Definition Plot Source
total fragment ion yield
Vs.

Rp total ionization yield Figure 3.5 | fragment-to-all
fragment yield via excitation
Vs.

Rip_p total parent ion yield Figure 3.6 | II-to-(I4+11)
direct fragment yield
VS.

Rpr_p total parent ion yield Figure 3.7 | III-to-(I+11)

Table 3.2: Definition of ratios and corresponding figures. The last column
indicates how these ratios are obtained from the spectra illustrated in Fig-
ure 3.4. The first ratio Ry is directly calculated from the total number of
photoelectrons measured in coincidence with parent and fragment ions.

Since the efficiency of the MCPs varies with mass for a given energy
(39, 38], we have corrected our measured photoelectron spectra with the
detection efficiencies extrapolated from Fig. 3 in [39]. The details of the
correction algorithm are given in Appendix B.

3.3.1 Fraction of Fragment Ions

Now we examine the ratios listed in Table 3.2. The first ratio Rr plotted in
Figure 3.5 shows the fraction of the ionization that is dissociative, i.e., the
fraction of the photoelectrons in coincidence with the fragment ions. Since
CH,IBr, CgHsI and CF3l all have two energy gaps listed in Table 4.1, in this
plot we use their average values: 1.10 eV for CH,IBr, 1.37 eV for CgHsI and
2.29 eV for CF3l. The measurement shows a trend of decreasing ionization
to excited states with increasing gap size. We note that the photon energy
(1.6 eV) roughly divides the molecules into ones which have a significant
dissociative ionization yield and ones which don’t. There are two possible
explanations for this behavior: (1) When the gap energy is closer to the
photon energy, it’s more likely to populate D4 via a 1-photon resonance from
D,, that is, via indirect ionization. This is examined in Fig. 3.6 and the
text following it. (2) When the gap energy is larger than the photon energy,
direct ionization requires an extra photon. This is examined in Fig. 3.7 and
the text following it.
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Figure 3.5: Ry, total fragment ion yield divided by the total ionization yield.
The ratios are calculated directly from the numbers of photoelectrons col-
lected in coincidence with the parent and fragment ions, hence no error bars
shown. Here the fragment production includes both direct and indirect path-
ways.

3.3.2 Indirect Fragment vs Parent

Rir_p, plotted in Figure 3.6 shows the fraction of ionization to non-dissociative
states followed by further excitation in the laser field to dissociative states,
as a function of the gap energy. While there is clearly a trend of decreasing
indirect ionization with gap energy, there is also a non-trivial spread. Earlier
work has noted the importance of ionic resonances in determining whether
dissociation occurs in SFI [72, 73, 74, 75]. While the energy separations
and transition dipole moments between ionic states at the Franck Condon
(FC) point for vertical ionization are important, vibrational dynamics during
the ionization process can also lead to dynamic resonances and transitions
between ionic states away from the FC point [76].

In order to illustrate how the various factors (resonance conditions, vibra-
tional dynamics and transition dipole moments) can influence the extent of
indirect ionization, we compare two of the molecular samples more detail. For
CH,IBr, we measure substantial indirect ionization from Dg despite the fact

34



1.6eV

o
o)

. + CH,IBr, D,
, O CH,BrCI
T : % CgHl. DD,
: O CH_IBr, D
0.61 ! o C6H25I,D00
9 X A CF,l,D;
E T : v G4,
04 T : > CFgl. By
k=) 0.4 ! é < CioMie
(] J( ' # CeHg
.>__ : %z CS,
0.2- ! |
P *
Vo4 *
0 | 1 | B | |
0 1 2 3 4 5

Gap Energy [eV]

Figure 3.6: Rip_p, fragment production from excitation of parent ion divided
by total parent ion production. This shows the fraction of the initially pro-
duced parent ions that are further excited to dissociative states. The ratios
are calculated by integrating relevant regions in the photoelectron spectrum
measured in coincidence with the parent and fragment ions. The choice of
these regions is illustrated in Fig, 3.3, in this case, the ratio between Area II
and (Area I + Area II).

that there is no resonance at the FC point. However, there is evidence that
motion along the Dy potential energy surface can lead to a resonance between
Dy and Ds/Dj3 during the laser pulse [62]. Since the transition dipole mo-
ments between these states is large, population can be efficiently transferred
to Do /D3 during the tail of the ionization pulse, leading to the large indirect
ionization yield observed. In contrast, we observe little indirect ionization to
D, (the first dissociative state) from Dy in CF3I (see the data point at around
2.6 eV as well as Figure A.3). We believe this is due to small transition dipole
moments between these states (calculated at the same level of theory as in
earlier work [2, 63]) and the fact that the states are separated by an energy
much larger than the photon energy, even if one considers vibrational motion
along Dgy. In Ch.4, we will come back to these two molecules and present a
more quantitative study on the underlying mechanism of indirect ionization.

35



3.3.3 Direct fragment vs parent

1 1.6eV
T 1
\\CP : + CH,IBr,D,
1 O CH,BrCl
1
O 8* : X CGHSI,DllDzi
. ! O CH,IBr, D
1
+ ' & CgHghD
je) N~ A CFyl, D,
e \
Q] 067 N : v CHg
@ . > CF,l, D,
i®] " <1 CioHis
T 0.4 A " o,
>_ : 3 CSZ
1 - — —Keldysh rate
I
0.2r - ]
' ! A -
1 N
. -
- <
0 I : o | v > 1 ey 1 e
0 1 . ) "5

2 3
Gap Energy [eV]

Figure 3.7: Rpp_p, direct fragment production divided by total parent ion
production. The latter includes all the population reaching non-dissociative
states, whether staying there in the end or excited further to dissociative
states. This figure compares the likelihoods of ionising a high-lying and a
low-lying orbital electron. The ratios are calculated by integrating relevant
regions in the photoelectron spectra measured in coincidence with the parent
and fragment ions. The choice of these regions is illustrated in Figure 3.4, in
this case, the ratio between Area III and (Area I + Area II).

Rpr_p plotted in Figure 3.7 compares two competing ionization processes
from the neutral: direct removal of an electron from a high-lying vs more
deeply bound orbital. The ratio shows a strong dependence on the gap en-
ergy, especially near the photon energy of 1.6 eV, where an abrupt jump
can been seen. One framework for interpreting the measurements is pro-
vided by the strong field approximation (SFA), where the ionization rate
is proportional to the product of the Dyson norm and the Keldysh rate,
G K (1P, Ey), where 1Py, is the ionization potential and FEj is the ampli-
tude of the electric field. The Dyson norm Gy, =< ¢y | G > is simply
the norm of the Dyson orbital, which is a one-electron wavefunction de-
fined as the overlap between the neutral state |V,,) and ionic states |I;),
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|oum) = V/n < I;| Ny, >, n being the number of electrons. The Keldysh
rate results from the calculation of tunnel ionization and is approximately
proportional to an exponential term e~'F. Considering low-lying ionic states
here, one expects the Dyson norms to be all close to unity, since the low
lying ionic states are dominated by single hole configurations, corresponding
to removing an electron from a single orbital. Considering now the depen-
dence on the IP, we focus on two ionic states: a non-dissociative state a with
IP E, and a dissociative state b with IP FEj,. The ionization rates to these
two states are proportional to e e and e % and it follows that the ratio
of their yields is simply given by e~ (¥»=Fa)  But Ej, — F, is nothing but the
gap energy. The ratio is plotted as a red dashed curve in Figure 3.7, with
appropriate multiplicative factors obtained from fitting the data. We note
that while this curve captures the general decreasing trend of the data, the
experimental ratios are consistently lower than expected above the photon
energy. Furthermore, a few of the molecular species, notably iodobenzene
(CeHsI) deviate significantly from the curve. In addition, C¢HsI, C¢Hg and
CSs show no significant direct ionization to excited dissociative states. This
suggests that the SFA prediction is less reliable when the photon order varies,
consistent with earlier measurements and calculations [57], where the authors
find SFA performs better in one-photon XUV ionization than SFI.

Through a systematic study of several molecular systems, we’ve seen that
the photon energy (1.6 eV) appears to be an important threshold in deter-
mining the amount of ionization to excited states. In the next chapter, we
will continue exploring the effect of gap energy in excited states ionization,
but with a focus on the indirect ionization pathway.
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Chapter 4

Ionic Dynamics Underlying
Indirect Ionization

In the last chapter, we introduced coincidence VMI measurement and dis-
cussed two ionization pathways — direct and indirect ionization. A natu-
ral question one can ask is how exactly an indirect ionization takes place
and what physical parameters it depends on. In this chapter, we will try
to answer this question by proposing two possible mechanisms underlying
indirect ionization. As the alternative name, post-ionization excitation, sug-
gests, both mechanisms are concerned with what happens to the ion after
the initial ionization. The first mechanism, resonant transition facilitated by
nuclear dynamics, studies the effect of nuclear motion induced resonances.
The second mechanism, non-adiabatic transition induced by the laser field,
explores the non-adiabaticity of the field-molecule interaction. Note here by
non-adiabaticity, we specifically refer to the non-adiabaticity induced by the
fast varying external field, in contrast to the nuclear dynamics induced non-
Born-Oppenheimer effects. We carry out SFI experiments and theoretical
simulations on two molecular systems to compare these mechanisms. Both
experimental data and simulation results confirm the importance of the res-
onant transition and provide insight into the non-adiabatic transition.
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4.1 Resonant Transition vs Non-adiabatic Tran-
sition

In this section, we describe two mechanisms in detail and compare their
similarities and differences. Fig. 4.1 shows a cartoon illustration of these
two mechanisms. In the case of resonant transition facilitated by nuclear
dynamics, shown in panel (a), the molecule is first ionized from the ground
neutral state Sy to the ground ionic state Dy at the Franck-Condon (FC)
point, then as the wave packet evolves along the potential surface, it reaches
a one-photon resonance where the ion is excited to a higher state Dy. De-
pending on the molecule, nuclear motion is not always necessary but usually
required to reach a resonance. This sets a natural timescale of tens of fs or
longer, which means we can experimentally study this effect by using pulses
of different durations. In fact, we can use a sub-10 fs pulse to effectively
“freeze” the nuclear motion and suppress the resonant behavior [77].

The second mechanism is non-adiabatic transitions induced by the laser
field. In contrast to the non-adiabaticity associated with the breakdown of
the Born-Oppenheimer approximation, which involves nuclear motion and
depends on the molecular system, the non-adiabaticity we are interested in
here is caused by the varying laser field, which has a natural time scale of
the carrier period and is present in all systems. Since we expect this non-
adibaticity to be important in an intense field with strong molecule-field cou-
plings, we should work in the instantaneous eigenbasis of the Hamiltonian.
More precisely, we call the eigenstates of the bare Hamiltonian (no exter-
nal field) diabatic states, denoted by Dy, N = 0, 1,2..., and those of the total
Hamiltonian (molecule + field) adiabatic states, denoted by Dy, N = 0,1, 2....
Let’s consider a simple case of tunnel ionization at the peak of a laser pulse,
in which an electron is liberated, leaving the cation in the lowest adiabatic
ionic state Dj, shown in panel (b) in Figure 4.1. This state can be ex-
pressed as a linear combination of diabatic states, assuming only 2 states,
D, = aDg + bDy, |a|* + |b]> = 1. Suppose now the field turns off so rapidly
that there is no time for any population transfer, then the molecule is pro-
jected onto the diabatic states such that we find a probability of |a|? of being
in Dy, and a probability of [b|* of being in D;. This is known as the Sud-
den Approximation. Generally speaking, since the field varies in time, the
diagonalization of the total Hamiltonian is time-dependent and its eigenvec-
tors experience a rotation in the Hilbert space. This rotation introduces
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Figure 4.1: Cartoon illustrations of two possible indirect ionization mecha-
nisms: (a) resonant transition facilitated by nuclear dynamics. After ioniza-
tion, the nuclear wavepacket starts evolving along the potential surface from
the Franck-Condon point towards the minimum of the potential. A transi-
tion to a high-lying ionic states can occur if a resonance condition is met.
(b) Non-adiabatic transition induced by the laser field for a half cycle. After
tunnel ionization near the peak of the field, the varying laser field induces
a “hoppings” between two adiabatic states. This is most likely to happen
when the laser field crosses zero when the transition rate is the largest. Note
the x-axes in the two panels are different.
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a coupling among adiabatic eigenstates because the time derivative of one
eigenstate has a non-zero projection onto other eigenstates. So the coupling
depends on time via the rate of change of the field. In fact, the faster the
variation of the field and the smaller the energy gaps among the states, the
larger the rate of non-adiabatic transitions. This non-adiabatic transition
manifests itself as indirect ionization since it takes place after the initial
ionization.

In order to better compare the differences between these two mecha-
nisms, we consider an example of a 2-level system coupled to an external
field via dipole couplings. First let’s look at resonant transitions. The TDSE
ihdW(t) = H(t)¥(t) can be written in the matrix form:

L d fa(t)em @t [ E, V() (a(t)e "t

Zh& (b(t)e‘iwbt - V(t)* E, b(t)e_iwbt (4‘1>
where F, = hw,, Ey, = hwy, and |a(t)|*+|b(t)|> = 1. We assume a real coupling
V(t) = —pe(t) cos(wt) = V (t)*, where p is the transition dipole moment, €(t)
is the pulse envelope and w is the carrier frequency. A resonance implies a

small detuning, A = w — (w, —w,) << w. Under this condition we can apply
the rotating wave approximation (RWA) to Eq. 4.1 and arrive at

a(t) = M eridey(t)
b(t) = XU emintg(t) (42)
2
where x(t) = pe(t)/h is the Rabi frequency. The coupling consists of an
amplitude (~ x(¢)) and a phase (~ At). It’s instructive to look at the
pertubative behavior of Equation 4.2 when the population transfer is small,
that is, assuming a(t) ~ 1 for all 0 < ¢ < t.

/L' t=to )
b(ty) =~ 3 /O x(t)e *Adt (4.3)

Note that (1) a small A is required for coherent population transfer, which
is equivalent to a resonance condition. (2) x(t) is a positive value and varies
on the time-scale of the pulse envelope. So when A is small, only a moderate
X (t) is needed to produce significant population transfer. (3) Equation 4.3 is
a perturbative result. One can indeed solve Equation 4.2 non-perturbatively
to obtain the Rabi oscillations. With an initial condition |a(0)]* = 1 and
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{Ia<t>|2 = ()% + () cos* () (1.4)

We see that the population cycles between two states at the frequency of
/4, where Q = /x2+ A2, In the case of A = 0, Q = x and a pulse of
duration ¢ = 7/, all population is transferred from one state to the other.
Such a pulse is termed a w-pulse. (4) Even though nuclear dynamics is not
included in the derivation here and we have assumed constant F,, E, and A,
nuclear motion is generally required to reach a resonance condition. In other
words, A generally depends on time indirectly via nuclear dynamics.

The solutions 4.3 and 4.4 are derived in the limit of a small detuning.
Now we consider the non-adiabatic transition which takes place in the limit
of a large Rabi frequency, or equivalently, an intense field, assuming the
transition dipole moments remain the same for the same 2-level system. We
can no longer apply the RWA because there is no constraint on the detuning
now. Since the field is intense and the Stark shifts are significant, we should
work in the adiabatic basis. Let U(t) be the unitary transformation that
diagonalizes the instantaneous Hamiltonian H(t):

U N HU(t) = D(t) (4.5)
oo = (5 ) (1.6
V- Uy — <a’(t)ei”3t> (4.7)

1% (t) e_iwllyt

One can show that for a 2-level system,

~ (cos(8)e=?2 —sin(§)e—i¢/?
uft) = (sin(g)e”wz cos(§)eti*/? (4.8)
where

1 1

o = 5(Fat By) £ 5V/(Ba— Bp)? 4412 (4.9)
2

tanf — % E=E,— By = hoy (4.10)
Vo= |V]e? (4.11)
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Since we've assumed V' = V* ¢ = 0. Substituting Eq. 4.6, 4.7 and 4.8 into
the TDSE 4.1, we get

pd (e (B 5 (et
Zha (b/(t)e_i‘”l/;t - _%6' El,) b,(t)e_i”llrt (4.12)

which simplifies to

./ t — Q +iEt/h b/ t
@(f) =tz et VD) (4.13)
b/(t) =4 eszt/h a’(t)
where
: 2VE
0 = ————— 4.14
4V? + E? (4.14)
Again, let’s examine the perturbative limit when a/(t) =~ 1:
1 [t
W) ~ — / fe—iBt/gy (4.15)
0

Despite the structural similarities between Equations 4.3 and 4.15 (or Equa-
tion 4.2 and 4.13 ), they have very different physical interpretations. The
phase of the coupling (~ E/h = w, — wj,) now corresponds to the energy gap
between the two diabatic states, and the amplitude of the coupling (~ 9)
depends on the molecule and laser field parameters in a more complicated
manner. We note the following: (1) the coupling between states is propor-
tional to the time derivative of the molecule-field coupling, V(t), i.e., non-
adiabaticity is important for strong fields which vary rapidly. The coupling
amplitude is maximum when the instantaneous field crosses zero. However,
due to the phase term, the population change is not necessarily maximal at
zero field. In fact, at zero field, the population in one state could be increas-
ing or decreasing, depending on whether the relative phase is constructive
or destructive (also see Fig. 4.5 ). (2) The energy difference between the
states influences both the coupling amplitude and the phase evolution. For
an energy gap E much larger than V', this coupling amplitude is suppressed
as 1/E. A smaller energy gap minimizes the phase evolution, and hence,
more constructive transfer. (3) The detuning A no longer plays a signifi-
cant role - hence this mechanism doesn’t require a resonance condition or
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nuclear dynamics. (4) Population transfer now takes place on a sub-cycle
timescale, since V contains the carrier frequency. In contrast, in the case
of resonant transitions, the RWA effectively eliminates the carrier frequency
and the population transfer is better measured with the pulse area.

We note that we've used the diabatic representation to solve the TDSE
in the case of resonant transition, and the adiabatic one in the case of non-
adiabatic transition. This gives us a similar set of solutions (4.3 and 4.15) for
easy comparison. In addition, it suggests that two mechanisms are important
in different coupling regimes — resonant transition requires a small detuning
but can otherwise occur with a moderate Rabi frequency, while non-adiabatic
transition requires a large Rabi frequency.

Now a natural question arises — how do we reconcile these two seemingly
different mechanisms? Can they co-exist or do they only manifest themselves
separately in different parameter spaces? To answer this question, let’s go
back to the TDSE in the adiabatic basis, applying Eq. 4.5, 4.6 and 4.7 to
ih2W(t) = H(t)V(t):

ihQ\If’(t) = Dt)V'(t) — ihU‘l(t)aU—@)\I/’(t) (4.16)

ot ot

Since D(t) is diagonal, the second term is the only coupling among states.
When B%Et) 1s small, we can neglect this term, which is equivalent to the
adiabatic approximation, which states that all populations remain in the
same adiabatic states through time. On the contrary, when this term is not
negligible, we have non-adiabatic transitions, Eq.4.12. Now how does the
resonant transition enter this equation? We know it must be contained in
the second term as well since there is no other coupling. It turns out that
there is some subtlety in the condition “ag—it) 1s small”. To see this, let’s go
back to the 2-level system described earlier. Let’s assume the field is now on
resonance but very weak. From Eq. 4.12 and 4.14 we see that the coupling
U _1§U ~ 6 x X, which is consistent with a 7-pulse of duration t = 7/x.
In other words, while on resonance, no matter how small the coupling Y is,
as long as we wait long enough, we can always have complete population
transfer. The reason for this lies in the coupling phase — while off resonance,
even though a large coupling amplitude induces a large transition rate, the
wave function transfered at each time instances can add either constructively
or destructively. While on resonance, all transfered wavepackets add up in
phase and therefore even a small coupling amplitude can move a large amount
of population. In this aspect, the resonant transition is really a special case of
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the non-adiabatic transition. However, we will keep the distinction between
these two mechanisms in the following discussion for two reasons: (1) The
off-resonance non-adiabatic transition is only noticeable when the coupling
is strong, such as in SFI. And in order to study this phenomenon, we should
avoid any resonances. (2) The resonant transition is often effected by the
nuclear motion and therefore offers a way of studying the nuclear dynamics
in the ion.

4.2 Experimental Data

In the last section, we saw that resonance is a relationship between the en-
ergy gap and laser carrier frequency (A = w — (wp — wy,)), and the former
depends on time indirectly via nuclear motion. On the other hand, non-
adiabaticity depends on the energy gap (coupling phase) and the instanta-
neous field (coupling amplitude) independently. This implies that resonant
transitions facilitated by nuclear dynamics prefer relatively long pulses for
they allow more time for the nuclear wave packet to reach a resonance, while
non-adiabatic transitions are mostly sensitive to the carrier frequency and
the peak field strength of the pulse '. In order to compare these two ef-
fects, we carry out four coincidence VMI experiments measuring the indirect
ionization yields, using 2 molecules bromoiodomethane (CH3Brl) and tri-
fluoroiodomethane (CF3l), and 10 and 30 fs pulses. We choose these two
molecules because they have similar molecular structures (both belonging to
the halomethane family)and IPs, but the former shows much more indirect
ionization than the latter, as shown in Sec. 3.3. The setup is otherwise
similar to that described in Sec. 2.2. Since this experiment involves the
comparison of two different molecules, the pulse intensity is chosen to yield
a similar ionization rate for all four measurements presented below. How-
ever, we note that for each molecule, the pulse peak intensities for 10 and
30 fs pulses are estimated to be within a factor of 2. Even though this is a
somewhat large variation in SF1, since we’re mainly concerned with the post-
ionization dynamics, which are mostly 1-photon processes, this variation in
intensity should not change our interpretation of the underlying physics.
Figure 4.2 and Figure 4.3 show photoelectron spectra measured in coin-

IThe time variation of the intensity envelope will be important only when the pulse is
very short, that is, the time scale of the change in the intensity envelope is comparable to
the period of the carrier.
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Figure 4.2: Coincidence photoelectron spectra for CHyBrl, with 30 fs (upper
panel) and 10 fs (lower panel) pulses. Solid lines are measurements and
dashed line are fits, which are the sums of all the shaded Gaussians of the
respective color. Labels D® denotes electrons n-photon ionization to the it
excited ionic state. i=0 indicates the ground ionic state. Spectra in each
experiment are scaled to a fixed value — the maximum in either parent’s or
fragment’s photoelectron yield.

cidence with photoions, for CHyBrI and CFsl | respectively. The top panels
are measured with 30 fs pulses and the bottom ones with 10 fs ones. Red
curves are the photoelectron spectra associated with the parent ion and the
blue ones with the dominant fragment ion. For these two molecules, the par-
ent and the chosen fragment account for more than 90% of the yield in these
experiments. Solid lines are measured data. Shaded areas are Gaussian fits
whose sums are plotted as dashed lines.

In order to fit the data, we start with a multi-Gaussian fit of the spectra
in coincidence with the parent ion for 30 fs pulses. Then we fit the spectra
associated with the fragment ion and impose the constraint that the indirect
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Figure 4.3: Coincidence photoelectron spectra for CF3l, with 30 fs (upper
panel) and 10 fs (lower panel) pulses. Solid lines are measurements and
dashed line are fits, which are the sums of all the shaded Gaussians of the
respective color. Labels D® denotes electrons n-photon ionization to the i*t
excited ionic state. i=0 indicates the ground ionic state. There are multiple
peaks which are collectively labeled by a single ionic state. They are Freeman
peaks which shift into resonances at different intensities, therefore appearing
with kinetic energies due to the ponderomotive shifts (see Ch.1 for more
discussion on Freeman resonance). Spectra in each experiment are scaled to
a fixed value — the maximum in either parent’s or fragment’s photoelectron
yield.

ionization peaks have the same centers and widths as their counterparts as-
sociated with the parent ion. This constraint is due to the fact that indirect
ionization is concerned with post-ionization dynamics, which does not affect
the liberated electron. Next, we fit the spectra taken with a 10 fs pulse. Gen-
erally speaking, the spectra may be shifted compared to those taken with 30
fs pulse since the central frequencies are not exactly the same. So we allow
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a constant shift of all the Gaussian fits. Moreover, since the optical spec-
trum is broader for a short pulse, we constrain the fitting to be no narrower
than their counterparts for the 30 fs pulse. All measurements and fits are
color-coded to distinguish between electrons in coincidence with parent and
fragment ions. The sum of shaded areas gives the total fit plotted in dashed
lines, which is to be compared with the measurement plotted in solid lines.
Now we can simply integrate each shaded Gaussian to calculate the yield
associated with each pathway. Note that for CF3l, we have named several
peaks collectively Dy or D;. The reason is that there are multiple interme-
diate neutral states which shift into resonance at various intensities. The
photoelectrons produced via each of these resonances are born at different
intensities and experience different ponderomotive shifts|78].

Species Do(eV) Di(eV) Dg(eV) Ds(eV)
CHL,Brl [63] 0.60 1026 10.91(d) 11.12(d)
CF,l [65, 66, 67]  10.37  11.09  13.02(d) 15.17(d)

Table 4.1: Tonization potentials at the FC point for CHyBrl (from ab initio
electronic structure calculations) and CF3l (experimental values from the
references). Dy denotes the ground ionic state and D; denotes the i*" excited
ionic state. “(d)” labels dissociative states.

CHQIBI‘ CF3I

DI DI D D
30fs| 0.67 0.50 0.05 0.22
10fs| 0.58 0.14 0.07 0.13

Table 4.2: Ratio of non-dissociative states that undergo post-
dark blue area

lonization excitation, which is calculated as g pcterente o—— =

Do (or D;)nflejfk;i]‘:gnddeme with fragment i) Figure 4.2 and 4.3. We estimate the
s o (or D) peak ’
errors in these ratios be about +0.1, based on the background signal level.

We are interested in indirect ionization, which in these two molecules
corresponds to those peaks labeled by Dj and D7}, which are the only non-
dissociative states. For a quantitative comparison, we ask two questions:
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what percentage of the initially populated non-dissociative ions are field-
excited to dissociative states? And how does the ratio change with various
parameters? Table 77 lists the percentage of the non-dissociative ionic states
that undergo indirect ionization. We note the following: (1) For CH,IBr,
the amount of indirect ionization generally decreases with pulse duration.
This suggests that, under the conditions of our experiment, the resonant
transition plays an important role. The amount of indirect ionization that
persists in going from 30 fs to 10 fs could be due to two factors: First, since
the non-adiabatic transition is less sensitive to pulse duration, it’s likely the
cause of the indirect ionization associated with D] for 10 fs pulses. And
the difference in yield between 10 and 30 fs experiments is likely a result
of resonant transition which is sensitive to the pulse duration. Second, even
though 10 fs pulses leave little time for nuclear dynamics, because of a broader
range of available photon energies and a certain spatial spread of the nuclear
wavepacket, it’s still possible for some portion of the wavepacket to reach a
resonance, if it’s close to the FC point. This should contribute to the indirect
ionization associated with D{ since the ratio is large comparing to that for
D} and from electron structure calculation (see Section 4.4) we know there
is a resonance near the FC point. (2) In comparison, there is much less
indirect ionization in CF3l, regardless of the pulse duration. This suggests
there is no resonant transition between Dy or Dy and higher lying dissociative
states in the cation. (3) Note in Table 4.1 that the energy gaps between non-
dissociative and dissociative states in CHyIBr are smaller than our photon
energy (~ 1.6 eV), as well as those in CF3I. The smallest energy gap in CF3l
at the FC is between D; and D, and is about 2 eV. We will show in Sec. 4.3
that along the nuclear coordinate which largely describes the motion on Dy
and Dy after ionization., there are 1-photon resonances in CH,IBr near the
FC while there is only one 2-photon resonance in the CF;l that is far away
from the FC.

4.3 Simulation of Resonant Transition

In order to better understand our experimental data, in this section and
the next, we will present two simulations, one on resonant transition and
the other on non-adiabatic transition. All molecular parameters used here
are obtained from ab initio electronic structure calculations obtained from
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Figure 4.4: Fractions of the initial ionic states populations (Dg and D;) ex-
cited to higher states, for 10 and 30 fs pulses, and 2 and 20 TW /cm? peak
intensities. 8 ionic states for CH,IBr and 10 for CF3l are included in the
TDSE. There are 51 uniform sampling points between FC and MIN. Each
point is an average of contributions from both initial states and of 10 differ-
ent orientations of the molecule with respect to the laser polarization. Note
the difference in y-axis range for left and right columns.

The most straightforward way of simulating resonant transitions is to
solve the TDSE, including nuclear dynamics. However, this brute force
method is computationally demanding, especially when the nuclear motion
is multi-dimensional. Instead, we solve the TDSE and calculate the fraction
of the non-dissociative states’ population that is excited to dissociative states
at 51 fixed nuclear positions sampled uniformly between the Franck-Condon

Institute of Materials and Environmental Chemistry, Research Centre for Natural
Sciences, Hungarian Academy of Sciences, Budapest 1117, Magyar tuddésok kortitja 2,
Hungary
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point (FC) and the minimum of the potential (MIN), shown in Fig.4.4. This
effectively tells us how much population transfer one can expect at a specific
nuclear coordinate if the wavepacket reaches there. The results at the posi-
tions near the FC are most relevant for short pulses while those at positions
close to the MIN are expected to contribute with longer pulses. The poten-
tial energies and transition dipole moments (TDM) at each nuclear position
are linear interpolations of the values at FC and MIN, which are obtained
from ab initio electronic structure calculations. 8 ionic states for CH,IBr
and 10 for CF3I are included in the TDSE. There are two non-dissociative
states in each molecule (Dy and D;). We manually put unity population in
an adiabatic non-dissociative state (Dj or D)) at the peak of the pulse and
then solve the TDSE until the end of the pulse to calculate the fraction of
the population that is excited to dissociative states (D;, i > 2). Note that in
the absence of the field, D; = Di. The relative orientation of the TDMs with
respect to the field polarization is taken into account by uniformly averaging
the simulation results over 10 different angles.

In order to check the validity of our approximation of linearly interpo-
lating energies and TMDs, we solve the TDSE with nuclear dynamics on
a 3-state system (the ground neutral state, the ground ionic state and an
excited ionic state). The system is modeled on CH,Brl, that is, using the
potential energy curves (PEC) and TDMs from the ab initio calculation.
The simulation shows a similar result: significantly more population in D3
with a 30 fs pulse than with a 10 fs pulse. This approach is difficult to ap-
ply to CF3l because, unlike in CHIBr, the dynamics in CF3I doesn’t occur
along a single nuclear coordinate. So for simplicity, we only present the first
approach here.

In Figure 4.4 , we plot the population percentage in dissociative states
(starting with all the population in a non-dissociative state). As mentioned
earlier, we see that there are two resonances in CH,Brl which are closer to
the FC point. The only resonance in CF3l in this simulation only comes at
around the MIN point. At off-resonance locations, there is a lot more indirect
ionization with 20 TW /cm? pulses than 2 TW /cm?, especially for CH2;Br.
The fact that there are less non-adiabatic transitions in CF3I than CH,IBr
results from a larger energy gap (see Table 4.1) as well as weaker TDMs.
Finally, we note that at the intensity closest to our experimental conditions
(10~20 TW /cm?), the amount of indirect ionization in both molecules is in
qualitative agreement with our measured results.
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4.4 Simulation of Non-adiabatic Transition

The second simulation is aimed to better illustrate the effect of non-adiabatic
transitions. We consider a 2-level system in a laser field, (Fig. 4.5). The
TDMs used here are borrowed from the ab initio calculation in CHsIBr,
while we set the pulse intensity, energy gap and detuning manually to explore
different regimes. For simplicity, we assume ionization via tunneling at the
peak of the pulse by manually putting all the population in the adiabatic state
Dg. Then we solve the TDSE and see how the populations in both adiabatic
and diabatic states change as the field turns off. This simple assumption aims
to illustrate the behavior of non-adiabatic transitions. Indeed, the coupling
rate is independent of the population in each state. Were the adiabatic
approximation valid, we would have expected the population to remain in
the lower adiabatic state D} the whole time as the field oscillates to zero.
As the adiabatic and diabatic states coincide in the absence of the field, this
implies that the system would have been in the ground ionic state at the
end of the pulse. As we can see in panel (b) in Fig. 4.5, this is close to the
case with 2 TW/cm? pulse. The missing population in Df, can be seen as
the non-adiabatic response of the system to the applied field. This effect is
more obvious with higher intensity, as shown in panel (a), where the peak
intensity is 20 TW /cm?. In addition to the dependence on pulse intensity, we
also see that the amount of non-adiabatic transfer is effected by the carrier
frequency, comparing panel (a) and (c), and gap energy, comparing panel (a)
and (d), as expected.

To summarize, we’ve measured the pulse duration dependence of indirect
ionization yields for two molecules, where we see most indirect ionization
yields when there are resonant transitions. However, in a strong field, off-
resonance non-adiabatic transitions also have a non-negligible contribution
to the indirect ionization. Our simulations on resonant transitions provide
a qualitative agreement with experimental data and confirms our hypothesis
that there is much more resonant contribution in CH,IBr than CF3l. The
simulation on non-adiabatic transition illustrates the dependence on the pulse
intensity, carrier frequency and gap energy. It also suggests an increasingly
important role of off-resonance non-adiabatic transitions as we go to more
intense laser fields. Consequently, although the experimental data is con-
sistent with a small non-adiabatic contribution, a more specifically designed
experiment is needed to isolate this effect.
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Figure 4.5: Adiabatic and diabatic state populations during the laser pulse. A
unit population is put into the adiabatic state Dy by hand at time t=0. The
populations oscillate as the field goes to zero, at which point the adiabatic
and diabatic states become identical. In the end, some population is left in
the second diabatic state, Dy. (a) 20 TW /cm? peak intensity, 1 eV energy
gap, 1.3 eV photon energy. (b) 2 TW /cm? peak intensity, 1 eV energy gap,
1.3 eV photon energy. (c) 20 TW /cm? peak intensity, 1 eV energy gap, 0.7
eV photon energy. (d) 20 TW /cm? peak intensity, 2 eV energy gap, 1.3 eV

photon energy.
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Chapter 5

Strong Field Molecular Double
Ionization

We now move our focus to molecular double ionization (DI). DI in a strong
laser field has been of great interest as an important part of light-matter
interaction and as a window to electron correlation [79, 80]. Since the early
observations of DI over three decades ago[81, 82, 83|, there have been three
main proposals for the underlying dynamics: (1) In sequential DI shown
in panel (a) in Fig.5.1, two electrons are removed from the atom/molecule
independently, one after the other [81, 83, 84]. This turns out to be important
in the case of saturated single ionization (SI), and it persists for elliptically
polarized light. (2) In non-sequential re-scattering shown in panel (b), one
electron first tunnels into the continuum, then it is driven back to the ion core
in the alternating laser field, where it inelastically re-scatters and liberates
a second electron. This includes the possibility that the re-scattering only
delivers enough energy to excite the second electron, which is then tunnel-
ionized at a later time in the field[85, 86, 87, 88, 89]. Since this process
requires the first electron to come back to the ion core, it is particularly
sensitive to the ellipticity of the field. A circularly polarized light field is
unlikely to produce re-scattering in noble gas atoms and small molecules.
(3) In a direct “shake-off” process shown in panel (c), the sudden removal of
one electron causes a quiver motion of the electron cloud that shakes off a
second electron.[90] Another way of thinking of this process is to note that
after the removal of the first electron, the electronic wavepacket of the ion
relaxes to a new minimal — from an eigenstate of the molecule to one of the
ion. This excited wavepacket has a non-trivial projection onto the continuum.

o4



Note that both (2) and (3) involve explicit electron correlation. Most of our
knowledge about DI, including these three possible mechanisms, come from
the study of rare gas atoms, in which non-sequential re-scattering appears to
play a dominant role.[84, 83, 89, 91, 92, 93] For other atoms and molecules,
the situation is richer and more complicated. [94, 95, 96, 97, 98]

Sequential — independent processes Non-sequential — electron correlation

) Re-scattering

\“f\’" _____ \7\, e =@ — .

(C) Direct

Figure 5.1: Three mechanisms underlying strong field DI.

In the rest of this chapter, we first present an observation of enhanced DI
in the molecule 1,3-Cyclohexadiene (CgHg, abbreviated to CHD). We utilize
ion-ion coincidence to separate DI from SI, where we find a roughly con-
stant kinetic energy release (KER) in all fragmentation channels. A survey
on 4 different molecules suggests that the DI enhancement is connected to
molecular structure. Another measurement in which we vary the ellipticity
of the laser field suggests the DI enhancement is not due to re-scattering.
In the last section, we present a full coincidence measurement of DI using
the TimepixCam, where we detect two electrons and two ion fragments from
an DI event. The hope is that this new setup with the TimepixCam will
eventually allow us to study the electron-electron correlation during DI and
help us understand the relationship between the electronic structure and the
DI enhancement.

5.1 Ion-ion Coincidence Measurement

This first VMI experiment is carried out in the non-coincidence mode where
we measure the ion fragments produced from the dissociative SFI of 1,3-
Cyclohexadiene. Fig. 5.2 shows the results for the CoH} and C4H] frag-
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Figure 5.2: 1,3-Cyclohexadiene ionization measurement with 10 fs pulse.
Left panels show raw 2D VMI images of CoHY and C,H} fragments from
1,3-Cyclohexadiene before any processing. The top right panel shows the
normalized ion yield vs. KER (kinetic energy release), and bottom right
panel shows ion yield vs. total KER, obtained by applying an Abel inversion,
angular integration and a low-pass Fourier filter to the raw image. The total
KER is calculated based on momentum conservation, assuming two-body
breakup.

ments. The subscript x indicates that we include fragments with different
numbers of hydrogen atoms - mostly 2-4. From the raw VMI images two
main features are evident: a central spot and an outer ring, corresponding
to ion peaks in the photoion spectra with low and high kinetic energy release
(KER), respectively. We denote these as slow peak (low KER) and fast peak
(high KER). Measurements of other fragment ions show similar slow and fast
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peaks in the KER spectra. While the energy of the fast peak varies between
fragments, we can calculate the total KER for a given fragment assuming a
two-body axial breakup and applying momentum conservation. It turns out
all fragments have roughly the same total KER, which is about 4 eV. This
large and roughly constant energy for fragment pairs leads us to conjecture
that the fast peaks result from DI followed by Coulomb explosion.
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Figure 5.3: 1,3-Cyclohexadiene fragments CoH and C,HJ | similar to Figure
5.2 but measured in coincidence with 9 fs pulses. Left panels show VMI raw
images and right panels show ion yield as a function of either KER measured
from the VMI image or total KER calculated assuming two-body breakup.
See the text for a more detailed description.

In order to directly verify our DI conjecture, we carry out an ion-ion coin-
cidence measurement. The setup is similar to that used for the SI experiment
except that now VMI images are selectively recorded when there are exactly
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two hits on the image and for which the vector sum of the momenta for the
two fragments is zero in the plane of the detector. This allows us to mea-
sure the momentum distribution for charged fragments which are produced
in pairs from the same parent molecule - i.e. fragments which come from
DI. Figure 5.3 shows the same type of images and plots of the same two
fragments as in Figure 5.2, but now measured in coincidence. The left two
panels show the 2D VMI images for CoH and C,H fragments, while the
right panels show the integrated yield vs KER and total KER assuming two
body breakup. The presence of the outer rings (fast peaks) directly confirms
our DI conjecture since fragments produced from a singly ionized molecule
cannot contribute to the coincidence measurements, which requires two frag-
ment ions who make up the whole molecule. The center spot appearing in
the raw coincidence images is mostly due to SI since our metric for admitting
Coulomb explosion pairs allows some uncertainty in their total momentum.
Low KER ions coming from two SI events could easily pass this filter. This
uncertainty e (such that the sum of the momenta p; + ps < €) in calculating
the conservation of momentum is necessary because discrete detection and
the uncertainty in centroiding. € is set to be the FWHM of the fast peak
in the non-coincident VMI image. Note that we focus on the DI that yields
high KER ion fragments. Some of the low KER fragments may also result
from DI, so the fast peak yield is only a lower bound on DI yield. Further-
more, because we normalize each spectrum to its own maximum, which often
corresponds to the height of the slow peak, the fast peaks for the two frag-
ments appear with different heights. However, the absolute integrated yields
of these fast peaks are equal. The difference in their shape (which is very
small once set to the same height) is due to the nonzero e. If we halve the
value of €, then the two peaks are identical.

Having established the origin of the high KER fragments as DI, we turn
back to Figure 5.2. Electronic structure calculations indicate that the vertical
ionization potential is about 1 eV above the adiabatic ionization potential
for the dication. A previous study[99] shows that the dissociation barrier is
more than 2.5 eV, even though there is a positive KER (less than 1 eV) upon
dissociation. This leads us to believe that the ground state of the dication is
bound. This is also consistent with the narrow C3H, peak in Fig.5.4. With
the ground state being bound, and the dissociation energy being small, the
high KER peak comes from the population of highly excited states of the
dication.

Analysis of the ionization yields shows that of all ionization events, about
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Figure 5.4: Yields of all fragment ions for 1,3-cyclohexadiene (CHD) plotted
as a function of total KER. Due to the size and shape of the slow peak in
the C3H spectrum, we argue that it contains contributions from both C3H;
and CHD**. We subtract the CHD** contribution from this peak in Figure
5.5 based on the fitting procedure described in the text.

40% correspond to DI, 38% of which dissociates producing fragments with
high KER. This fraction is much higher than what one would expect from
re-scattering. These values are calculated from a set of CHD data shown in
Figure 5.4, taken with 30 fs linearly polarized pulse with a peak intensity of
26 TW/cm?. The most striking feature is the high yield in the C3H slow
peak. The shape and height of this slow peak differs notably from the others.
Given the fact that the arrival time of a fragment at the detector depends only
on the mass to charge ratio, a significant portion of this peak can be due to
CHD**. In order to single out the contribution of stable dication, assuming
CHD* and CHD™ have the same momentum distribution (given that they
come from the same neutral molecules and have no appreciable momentum
exchange partner, and taking into account the fact that a doubly charged ion
will be accelerated with twice the kinetic energy), we first fit the slow peak
in the parent cation spectrum with a Gaussian function, denoted by f(E).
Then we fit the C3H slow peak with two Gaussian functions in the form of
A -{(E) 4+ B - g(E), that is, the contribution from CHD™* is constrained to
have the same distribution as that of CHD*. Then the amplitude A gives us
an estimate of how much of the slow peak in C3H is CHD**. Now we can
define and calculate the dissociation ratio Ry, and double ionization ratio
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where fcg and sc3 denote the integrated yield of CsH fast and slow peaks,
respectively, Since one double ionization event produces a pair of ions, we
only consider the yield for one of the fragment ions, say, either foo or foy, but
not both. For this reason, we place a factor of % in front of fo3. Then the
total number of double ionization events is given by: scs + %fcg + foq + fos.
Now if we integrate over all peaks in the spectra, we would have doubly
summed the contribution of dissociative CHD™*. So subtracting this gives
us the actual number of ionization events, CHD™ + CHD**. All yields are
corrected for the mass-dependent efficiency of the MCPs [100].

5.2 Enhanced DI in Conjugated Molecules

The position of the high KER peak indicates that the DI process leaves the
doubly charged parent ion in a highly excited state, with more than 4 eV of
energy above the dissociation barrier. In addition, the DI yields in certain
fragments are comparable to the SI yields. This is surprising given that this
experiment is carried out at relatively low intensities (~ 20 TW /cm?) — well
below the saturation intensity (~ 80 TW /cm? [101]). Measurements on rare
gas atoms at these intensities show roughly 2 orders of magnitude difference
in the ratio of double to SI yield.[84]

In search of the underlying mechanism of enhanced DI yield and higher
KER, we carry our similar non-coincidence measurements on other molecules.
Figure 5.5 shows the results for 4 different molecules: 1,3-Cyclohexadiene,
1,3-Butadiene, Cyclohexane and Cyclopentane. As before, these show the
normalized yield as a function of total KER, calculated from the measured
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Figure 5.5: Fragment ion yields as a function of total KER (assuming two-
body breakup) for 1,3-Cyclohexadiene, 1,3-Butadiene, Cyclohexane and Cy-
clopentane with 10 fs pulse.

KER assuming two-body breakup. The data is smoothed by applying a low-
pass Fourier filter to eliminate high-frequency noise which is exacerbated by
the inverse Abel transform. We focus on the fast peaks. These molecules were
chosen to highlight possible systematic trends: 1,3-Cyclohexadiene and Bu-
tadiene are conjugated molecules, with alternating single and double bonds.
Cyclohexane and Cyclopentane are unconjugated molecules, with only sin-
gle bonds and no 7 orbitals. Further, Butadiene is linear while the other
molecules are cyclic (i.e., having a ring structure).

The upper left panel contains all fragment ions of CgHg which we know
for certain undergoes DI. In fact, all fast peaks have roughly the same total
KER, with the exception of C{H]. We see similar behavior in C4Hg but not

61



CrH, 045 153 1005 006
CyH, 0.54 055 : 003 003

i Red —triplet
Blue — singlet
z
':Ef
= -
=5} .
1 e —
0 .
vf."’u;+ (.‘4u:'_ ; (.‘{Iurz* (.‘S}ITJ
Conjugation

— 1 orbitals Only © orbitals

Figure 5.6: Ratios of fast and slow peak yield for the two heaviest fragments
for all 4 molecules. Together with energies of the first 15 singlet (blue) and
triplet (red) states of the dications, from Table 5.1 and Table ??

CgHypo or C5Hyg. In the latter two cases, there are fast peaks in the spectra for
the CiH; and CoHJ fragments, but not for their two-body breakup partners.
This could be due to mutil-body breakup, in contrast to two-body breakup,
as well as background signals (eg., ionization of the pump oil followed by
dissociation). We calculate the ratios of fast and slow peak yields for the
two heaviest fragment ions, listed in the table in Fig.5.6. Note there is more
than an order of magnitude difference in the ratios between the conjugated
and unconjugated molecules. These observations lead us to believe that this
enhanced DI takes place in both CgHg and C4Hg, but not in CgH;5 or C5Hyg.
Before turning to electronic structure calculations, we present the results of
two further measurements.
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Figure 5.7: C,H yield from 1,3-Cyclohexadiene as a function of total KER,
for two different intensities and pulse durations.

Fig. 5.7 shows the 1,3-Cyclohexadiene fragment C4H yield vs. total
KER for two different intensities and pulse durations. Comparing the two
measurements taken with 30 fs pulses, DI contributes more with increasing
peak intensity. It also appears that the enhanced DI is not particularly sen-
sitive to the pulse duration and is still significant in the impulsive limit - for
pulse durations shorter than the fastest vibrational period in the molecule,
where vibrational dynamics are essentially ‘frozen’. This suggests that nu-
clear dynamics do not play an important role in the enhanced DI.

In order to investigate the possibility of re-scattering induced DI, we
performed measurements of the DI yield as a function of ellipticity. The
ellipticity € is defined such that the field can be written as E(t)[cos(wt)z +
esin(wt)y], assuming z-axis as the direction of propagation, with E(¢) and w
being the temporal envelope and carrier frequency, respectively. Given this
definition, linearly polarized light has ¢ = 0 and circularly polarized light has
e = 1. Varying the ellipticity of the pulse with a fixed pulse energy leads to a
change in the peak intensity. Thus, one must choose between performing the
ellipticity measurements with a fixed pulse energy or fixed peak intensity.
For simplicity, we performed the measurements for fixed pulse energy and
calculated the ratio of the SI to DI yield in order to account for intensity
dependent variation of the DI yield.

In the case of noble gas atoms, measurements of the ionization yield
as a function of ellipticity have been used to test for re-scattering since
the returning electron is less likely to recollide with the core for increas-
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Figure 5.8: Ellipticity dependence of DI for C4H,+ fragment of 1,3-
Cyclohexadiene. The ratio between the fast peak (outer ring) and slow peak
(central patch) is plotted as a function of ellipticity. The ellipticity € is de-
fined in the text, with ¢ = 0 corresponding to linearly polarized light and
€ = 1 corresponding to circularly polarized light.

ing ellipticity[102, 103]. However, in the case of polyatomic molecules and
some atoms, the situation is more complicated, and the ellipticity depen-
dence of re-scattering is not as straightforward as in the case of atomic
ionization[104, 105]. Our measured ellipticity dependence in Fig. 5.8 shows
that the double to SI yield ratio increases with ellipticity, suggesting that
the DI is not driven by re-scattering. This is consistent with the high DI
yield, since one would expect a relatively small recollision cross section given
the lateral spread of the electron in the continuum during a half cycle of the
pulse.

5.3 Electronic Structure Calculations

Here we try to connect the ionization dynamics to molecular structure and
see from which orbitals electrons are removed during double ionization. The
computational results (Table 5.1 and Table ?7) shown here are obtained from
Spiridoula Matsika !. Singlet and triplet electronic states of the dication were

obtained using 2"¢ order multiconfiguration quasi-degenerate perturbation
theory (MCQDPT2)[106] as implemented in the GAMESS[107, 108]. IPs

'Department of Chemistry, Temple University, Philadelphia PA 19122
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are calculated using equation-of-motion coupled-cluster singles and double
(EOM-CCSD) technique implemented in Q-Chem[109]. EOM-CCSD pre-
dicts absolute IPs very accurately while the multireference methods can de-
scribe states that cannot be described by EOM-CCSD.

Tables 5.1 and 7?7 show the energies and configurations for the first N
states of the dications. The first 15 singlet and triplet states are included.
Fig. 5.6 compares the energy level structures for the four molecules we stud-
ied, illustrating how the electronic structure of the dications differs signifi-
cantly for the conjugated vs unconjugated systems. Two things become clear
from the figure and tables. One is that the four molecules we’ve studied fall
into two groups: unconjugated systems whose dicationic ground state is a
triplet and where there is a small energy gap between the ground and ex-
cited states, and conjugated systems whose ground state is a singlet, and
excited states are about 2 eV above the ground state. Comparing Butadiene
and 1,3-Cyclohexadiene, we note that the enhanced double ionization occurs
regardless whether the molecule is cyclic or not. Conjugation, with its asso-
ciated electronic structure seems to be the determining factor in whether or
not the enhanced double ionization is observed. The difference in the pattern
of excited states in the two groups of systems comes from the fact that the
HOMO in the conjugated systems is a 7w orbital well separated from the lower
energy o orbitals. This leads to a closed shell ground state of the dication
where the 2 electrons have been removed from the same orbital. Excited
states are created by removing electrons from the lower energy o orbitals
which require more energy. On the contrary, in the unconjugated systems,
the HOMO is a ¢ orbital with energy similar to many other o orbitals. This
leads to the ground state of the dication being a triplet state with the two
electrons being removed from different orbitals. Many states with similar
energy can be created by removing electrons from nearby orbitals.

The second interesting point that the figure and tables make clear is that
states with sufficient energy to produce fragment ions having a total KER
of 4~5 eV involve removing electrons from deeply bound orbitals - either
both electrons come from inner valance orbitals, or one of them comes from
HOMO and the other from HOMO-6 or deeper. This makes it clear that the
double ionization we observe is not simply a sequential process involving the
removal of the most weakly bound electrons.

So far, we’ve shown that there is a surprisingly high DI yield in conju-
gated organic molecules, which is not present in unconjugated systems. The
high KER suggests ionization to states of the dication well above the second
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ionization potential, corresponding to the removal of deeply bound electrons.
Given that this enhancement takes place at relatively low laser intensities
and persists with short pulses, we believe that the enhanced DI we observe
here is non-sequential. The fact that the yield increases with ellipticity of
the light suggests it’s not due to re-scattering, but direct electron-electron
correlation. The next step is to study the behavior of the electrons coming
from DI.

5.4 Quadruple Coincidence Measurement of
DI Using TimepixCam

Here we present a proof-of-principle experiment where we measure all 4
charged particles from an DI event utilizing the TimepixCam. Though this
new setup is still in test phase, this preliminary results show encouraging
momentum correlations between two electrons coming from DI.

For testing purpose, we’ve used CH,IBr in this experiment. The coinci-
dence detection works as follows: we only consider laser shots where we see
exactly two electrons and two ions. From the TOF information, we check if
the two ions form a valid pair, that is, they add up to the whole molecule,
say, CHyBr+ and I+. We then check if the sum of their momenta is ap-
proximately zero. If so, we record the momenta of all 4 particles and make
a correlation plot like Fig.5.9. Here, “px” denotes the momentum projected
along the x-axis, which is chosen to be the laser polarization axis direction.
Similarly for “py”.

Let’s first look at the bottom two ion-ion correlation plots. The anti-
correlation is consistent with DI since two ions fragments should have the
same momentum magnitude but opposite signs. It’s interesting to notice that
the px-px correlation has most yield on two ends while the py-py one has a
bright central part. This implies that most ions coming from DI fly apart
along the laser polarization direction. If we think of the dication right before
the Coulomb explosion as a structure holding 2 electron holes, then these
holes are aligned with the laser polarization. The top two panels show the e-
e correlations. We can see a weak diagonal line in both plots, which represent
a positive correlation of the electrons’” momenta, that is, both electrons in
some weak channel have a tendency of coming out in the same direction.

This result is encouraging not only because it shows the full coincidence
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Figure 5.9: Momenta correlation plots for e-e (top) and ion-ion (bottom)
pairs from DI. Each data point represents a pair of particles detected in co-
incidence, coming from a DI event. Top two panels are for electrons and
bottom ones for ions. px is along laser polarization direction and py is per-
pendicular to it.

VMI detection using the TimepixCam works as expected, but also because
it provides new information on the molecular dynamics of DI. The next step
is to obtain better statistics and try to understand what the momentum
correlation can tell us about the relationship between molecular conjugation
and enhanced DI.
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CGHS C4H6
Energy[eV] | Conf. Coef. | Spin | Energy[eV] | Conf. Coef. | Spin
0.00 222222220 | 0.96 S 0.00 22222200 | 0.98 S
1.95 2222222++ | 0.99 T 1.79 22222++0 | 1.00 T
1.96 222222+2+ | 0.97 T 2.48 2222+2+0 | 0.95 T
2.33 222222+2- | 0.96 S 2.77 2222+2-0 | 0.95 S
2.55 22222+22+ | 0.96 T 3.41 222+422+0 | 0.90 T
2.56 2222222+- | 0.85 S 3.76 222+22-0 | 0.87 S
3.10 22222+22- | 0.88 S 4.11 22+222+0 | 0.93 T
3.32 22224222+ | 0.91 T 4.28 22222+-0 | 0.94 S
3.88 2222+222- | 0.80 S 4.50 22+222-0 | 0.90 S
3.91 222+2222+ | 0.89 T 5.27 2222++20 | 0.79 T
4.28 222+2222- | 0.84 S 5.38 2+2222+0 | 0.87 T
4.62 222222++2 | 0.64 T 5.47 +22222+0 | 0.83 T
4.86 222222++2 | 0.62 T 5.56 +22222-0 | 0.67 S
4.93 222222022 | 0.83 S 5.69 2+2222-0 | 0.72 S
5.03 24222222+ | 0.91 T 5.81 22220220 | 0.77 S
5.27 2+222222- | 0.73 S 5.92 222++220 | 0.95 T
5.31 222222+-2 | 0.74 S 6.02 2222+-20 | 0.59 S
5.31 22222++22 | 0.80 T 6.12 222+2+20 | 0.80 T
5.43 22222+-22 | 0.74 S 6.27 22222020 | 0.77 S
5.57 22222+2+2 | 0.87 T 6.79 22+2+220 | 0.90 T
5.59 +2222222+ | 0.86 T 6.83 22222+0+ | 1.00 T
5.70 2222+22-2 | 0.68 S 6.88 22+22+20 | 0.72 T
5.76 222222202 | 0.74 S 7.03 222+2-20 | 0.58 S
5.84 22+22222- | 0.54 S T.17 22+2-220 | 0.80 S
6.15 222220222 | 0.81 S 7.60 22++2220 | 0.81 T
6.30 2222+22+2 | 0.98 T 7.71 222+-220 | 0.76 S
6.39 2222+2+22 | 0.64 T 7.81 22+2220- | 0.67 S
6.97 222422422 | 0.63 T 8.37 2222+-++ | 0.80 T

Table 5.1: Energies, configurations, maximal coefficients and spins (‘S’ for
singlet and ‘T” for triplet) for dicationic states of 1,3-Cyclohexadiene (CgHg)
and 1,3-butadiene (C4Hg). The configuration corresponding to the maximum
coefficient in the expansion is given. The occupation of orbitals in the active
space is shown. 2 implies doubly occupied orbital, while a 4+ and - implies
one electron with spin up or down, rggectively. The first row is the ground
state of the dication.




CeHio CsHyg
Energy [eV] Conf. Coef. | Spin | Energy[eV] Conf. Coef. | Spin
0.00 2222222++ | 0.95 T 0.00 2222222++ | 0.96 T
0.21 222222220 | 0.78 S 0.48 222222+2+ | 0.84 T
0.38 2222222+- | 0.87 S 0.49 222222220 | 0.67 S
0.48 222222202 | 0.63 S 0.52 222222+2- | 0.84 S
0.53 222222+2+ | 0.90 T 0.56 2222222+- | 0.72 S
0.59 222222++2 | 0.91 T 0.58 2222+222+ | 0.57 T
0.59 222222+2- | 0.85 S 0.64 222+42222- | 0.58 S
0.85 2222+222+ | 0.70 T 0.77 22242222+ | 0.53 T
0.85 222222+-2 | 0.66 S 0.86 22222+2-2 | 0.78 S
1.09 22222+22+ | 0.77 T 1.00 22222++22 | 0.58 T
1.13 222222022 | 0.75 S 1.09 222+2222+ | 0.58 T
1.13 2222+22+2 | 0.63 T 1.26 22222++22 | 0.52 T
1.15 22224222+ | 0.51 T 1.30 2222+22+2 | 0.53 T
1.24 2222+222- | 0.82 S 1.32 22222+-22 | 0.37 S
1.27 22222+22- | 0.90 S 1.33 222222++2 | 0.54 T
1.33 22222+2-2 | 0.81 S 1.36 22222+-22 | 0.57 S
1.33 2222+2+22 | 0.90 T 1.43 222222022 | 0.41 S
1.44 22222++22 | 0.83 T 1.44 2222+2+22 | 0.58 T
1.51 2222+22-2 | 0.83 S 1.45 22222+-22 | 0.53 S
1.70 2+222222+ | 0.79 T 1.54 2222++222 | 0.85 T
1.72 22242222+ | 0.81 T 1.59 2222+2+22 | 0.50 T
1.84 222+4222+2 | 0.83 T 1.62 222+42-222 | 0.56 S
2.17 22+22222+ | 0.74 T 1.66 22222+22- | 0.57 S
2.20 222+2222- | 0.65 S 1.79 222+422+22 | 0.46 T
2.65 2222+-222 | 0.83 S 1.89 222++2222 | 0.70 T
2.78 2222++222 | 0.77 T 1.89 222222+-2 | 0.57 S
3.12 +2222222- | 0.62 S 2.24 222+-2222 | 0.70 S
3.32 222+-2222 | 0.67 S 2.25 222022222 | 0.56 S

Table 5.2: Energies, configurations, maximal coefficients and spins (‘S’ for
singlet and ‘T’ for triplet) for dicationic states of cyclohexane (CgHjs) and
cyclopentane (CsHyg). The configuration corresponding to the maximum co-
efficient in the expansion is given. The occupation of orbitals in the active
space is shown. 2 implies doubly occupied orbital, while a + and - implies
one electron with spin up or down, rggpectively. The first row is the ground
state of the dication.




Chapter 6

Conclusion and Prospects

This thesis covered two topics in molecular strong field ionization (SFI): post-
ionization dynamics in single ionization (SI) and enhanced double ionization
(DI) yield in conjugated molecular systems.

For the former, we developed a coincidence velocity map imaging (VMI)
detector and measured the photoelectron spectra in coincidence with pho-
toions. With the help of ab initio electron structure calculations and our
own simulation results, we were able to assign peaks in the photonelectron
spectra to the appropriate ionic states. There we showed the direct removal
of inner orbital electrons and distinguished two ionization pathways — di-
rect and indirect ionization. A survey on a series of molecules suggested
the dependence of fragmentation and indirect ionization yield on gap energy,
which was the energy difference between dissociative and non-dissociative
ionic states. We then studied in detail the mechanism underlying indirect
ionization and confirmed the importance of resonances. We also found that
with an intense field, the non-adiabaticity due to varying field coupling can
lead to significant population transfer among ionic states.

For the DI experiments, we found a surprising high yield of DI at relatively
low intensities with 10 fs pulses. This suggested the DI we observed is not
sequential ionization or the typical enhancement due to nuclear motion. The
ellipticity dependence further suggested that this enhancement is unlikely due
to field-driven re-scattering. The comparison among 4 different molecules
indicated a connection between the enhanced DI yield and the electronic
structure. We also showed some testing results of a novel fast camera that
had both spatial and temporal resolution, which made it particularly suitable
for DI experiments.
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For the next step, we would like to better understand how the enhanced
DI is related electronic structure. So far, we’ve observed this enhancement
in conjugated molecules with two double bonds, but not in molecules with
only single bonds. There are two conjectures on what enhances the DI: (1)
the conjugated molecular bond structure; or (2) the low density of states in
the dication, which happens to be present in the conjugated molecules we’ve
tested. To test this, we need to look at conjugated molecules with different
spectra. For instance, increasing the number of double bonds leads to an
increased number of low energy orbitals, and hence a high density of ionic
states. If enhanced DI is still observed then the double bonds are likely to
be the contributing factor. If, however, DI is suppressed then the density of
electronic states is likely more important. In addition, with the TimepixCam
being successfully integrated into our coincidence VMI detector, we can start
measuring electron-electron correlations in DI, which could offer important
insight on the underlying mechanism of strong field molecule DI.
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Appendix A

Additional Photoelectron
Spectra

Di(j) denotes the i*" ionic state at the j*® photon order, with i = 0 correspond-
ing to the ground state. CH,IBr, CgHsI and CF3l all contribute two data
points each in the ratio figures. When the relevant peaks overlap, we try to
fit multiple Gaussians to them to have a better discrimination. However, a
comparison between integrating over a Gaussian fit and a straight-cut region
in the case of CHyIBr shows little discrepancy in the resultant ratios, that is,
it doesn’t affect the trend observed in the ratio plots. So we only carry out a
Gaussian fit when it’s necessary. For Figure A.4 and A.5, the spectra in co-
incidence with the fragments are rather flat and have very low yields, which
is something we don’t quite understand yet. In these cases, the assignment
of the ionic states and the choice of the integration regions are based on both
the ionic state energies and the comparison with the spectra in coincidence
with the parent. More specifically, in Figure A.4 and A.5, the light green and
dark blue regions of the spectra in coincidence with the fragment ions have
similar yields while the spectra in coincidence with the parent ions vary by a
lot. Hence we believe the green regions are direct ionization to dissociative
states.
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Figure A.1: Photoelectron spectrum of CH,IBr.

A multi-Gaussian fit is carried out and the ratio calculations are based on
the shaded areas indicated in the figure because there are significant overlaps
between the peaks in the photoelectron spectrum.

We note that in an earlier study of the molecule CHyIBr [2], we found neg-
ligible indirect ionization yield to Ds/Dj3 at low laser intensity based on an
indirect pump-probe analysis and theoretical calculations. We feel that our
current results, which find significant indirect ionization to Dy/Ds3, provide
an improved measurement since the photoelectron spectrum gives a more
direct indication of the state resolved ionization yields.

73



1.2

1l 0 —CBH5I+
— -CBHx+

Yield (arb. unit)

200 400 600 800 1000 1200 1400
Photoelectron Energy (meV)

Figure A.2: Photoelectron spectrum of CgHsl.
No direct ionization to dissociative states is observed.
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Figure A.3: Photoelectron spectrum of CF3l.

Although state D; itself is non-dissociative, it is possible to ionise the
molecule to a vibrationally excited D; which may dissociate due the extra
energy available from vibrational degrees of freedom. We label this feature
as DI (Diss). This is also observed in [110]. It is also worth noting that
there is no post-ionization excitation from the state Dy, in contrast to all
other molecules. We believe this is due to a negligible coupling strength and
a large energy gap between Dy and excited ionic states. A Gaussian fit is ap-
plied to discriminate various features in the spectra. First, we fit a Gaussian
curve to Dgg)(Ind), shaded in dark blue, such that its shape resemble that of
D§8>, shaded in light blue, and it’s below the red spectrum. Then we subtract
this Gaussian from the red spectrum and fit the resultant spectrum with two
Gaussian curves, which are labelled Dgs)(Diss) and Dgg). The assignment of
these peaks are base on the ionic state energies and the discussion in [110].
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Figure A.4: Photoelectron spectrum of C4Hg.

The spectrum in coincidence with the fragment ion is multiplied by 10 for
better viewing.
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Figure A.5: Photoelectron spectrum of CioHjg.

The spectrum in coincidence with the fragment ions is multiplied by 5 for
better viewing.
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Figure A.6: Photoelectron spectrum of CgHg.
No direct ionization to dissociative states is observed.
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Figure A.7: Photoelectron spectrum of CSs.
No direct ionization to dissociative states is observed. The spectrum in co-
incidence with the fragment ions is multiplied by 5 for better viewing.
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Appendix B

Coincidence Rates and False
Coincidences

Here we provide a detailed assessment of true vs false coincidence rates given
the finite detection efficiency of our detector. For single ionization VMI
coincidence experiment, ideally, we should detect exactly one electron and
one ion, which originate from the same molecule. However, due to limited
( < 1) detection efficiency, it is possible that two particles measured in
coincidence indeed come from different molecules. We distinguish two cases:

(1) Valid coincidence: this includes true coincidence - the electron and
ion come from the same molecule, and cross coincidence the electron and
ion come from two different molecules which, however, result in the same
ionic state. A cross coincidence is a valid data point because the underlying
physics is the same.

(2) False coincidence: the electron and ion come from two separate
molecules which end up in different ionic states. This effects our interpreta-
tion of the measurement, hence a false event.

To calculate the occurrence of each case and compare them, we assume the
ionization rate follows a Poisson distribution ’\klif > , with A being the expected
ionization occurrence per laser shot ( & 0.5 in our experiment). Most of our
measurements show one dominant fragment ion production along with the
parent ion. In light of this and to simplify the derivation, we denote by b,
and b, the branching ratios of the parent and fragment ion, respectively, with
b, + b, = 1. We also denote by 7, and 7. the detection efficiencies for the
parent and fragment ion, respectively, and by 7. the detection efficiency for
photoelectrons.
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Probability of Valid Coincidence
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This result can be readily generalized for multiple fragment ion species
with various branching ratios and detection efficiencies. However, this is
much more complex and not necessary. To deal with multiple species, it’s
easier to treat them as two species first - the spectrum of one species and
the collection of the spectra of the rest. The detection efficiency can be
renormalized using the branching ratio, ie, a weighted average. Then one
can iterate the procedure on the collection of the species, if necessary.

Probability of False Coincidence

Now we consider the case that the detected ion-electron pair come from two
molecules which produce different ion fragments. The probability of false
coincidence in the parent due to the fragment (i.e. the electron comes from
a molecule that fragments, but is measured in coincidence with a parent ion
from a different molecule) is given by:

F(X, by, 0y Mes Me)

k,—x _k
- Z ~ ( )b% (1= b, (1 = (L= ,)) (1 = 1) (k = j)melL = )"

_ e 77@>\(1 _ bp)<1 o nc)[ek(l—nc-i-bp??c) _ e/\(1_776+bp776_bp77p)]

Given the detection efficiencies and the expected ionization rate, one can
calculate the fraction of the coincidence detected that is valid. As a simple
example, let’s assume there is only one kind of ion with detection efficiency
1; = 0.25, and that the electron detection efficiency is n. = 0.5. Then A =~ 0.5
implies that 83% of our data is valid coincidence. In fact, it’s possible to make
correction to the photoelectron spectra as we will discuss now.
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Correction to Systematic Error

False coincidences introduce a systematic error in the photoelectron spec-
trum. Here we try to make a first-order correction. We write the spectra as
follows:

{mp(E) = V(A bp)p(E) + Fp(A, by, be)c(E) (B.3)

me(E) = VoA, b.)e(E) + Fu(A, be, by)p(E)

where m,(E), m.(F) are the measured photoelectron spectra for the parent
and fragment ions, respectively, E denotes the photoelectron energy, and
p(E), c(E) are the real photoelectron spectra for the parent and fragment,
respectively. Both are normalized such that [p(E)dE = [c¢(E)dE = 1.
Vy, Ve are the probabilities of a valid coincidence for the parent and fragment,
respectively. [}, F. are the probabilities of false coincidence for the parent
and fragment, respectively. b, is calculated from the measured spectra:

fmpdE
f(mp + mc)dE’

b, = be=1—b, (B.4)

Solving the system of equations B.3 above, we get

~ mpVe —mcFy,

m.V, — myF.
p(E)_VV o —_¢pP "pc
p¥Ye — L'plec

E) = B.
o(B) = T g (5.5)

This is not the complete correction since b, is obtained from the measured
spectra, not the real ones. Taking into account the branching ratios, the final
photoelectron spectra are : p(E)b, and ¢(E)b.. One can iterate this process
by re-calculating b, using the resultant spectra to get a better correction.

Numerical Results

Ve

Here we give the numerical values for ——2- and i.e., the fraction of

Vot Fyp VetF.’
valid coincidences, for all molecules presented in Sec.3.3. The first number in
the table is obtained from B.1 and B.2 while the second number is obtained
from a separate Monte Carlo simulation. The two approaches yield consistent

results.
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Table B.1: Fraction of valid coincidences

Species CSQ CGHg C10H16 C4H6 C6H5I CFgI CHQBI‘CI CHQIBI"
v 0.99 | 0.98 0.99 0.99 | 093 | 0.95 0.89 0.89
Vo, 0.99 | 0.98 0.99 0.99 | 094 | 0.96 0.87 0.89
0.86 | 0.87 0.85 0.87 | 091 | 0.89 0.96 0.97
Vc‘ch 0.89 | 0.88 0.87 089 | 0.92 | 0.90 0.96 0.98

Determining )\ in Experiments

As mentioned earlier, in a coincidence experiment, the average ionization rate
should be kept at less than one ionization per laser shot. This is achieved
experimentally by adjusting the sample pressure such that N(0 < N < 1)
fraction of the TOF traces contain at least an electron peak. We use “at
least” because it’s difficult to quantize the number of electrons detected in
the TOFMS. The fraction N is determined from the expected ionization rate
A as follows:

2 N
NO) = 1= (1)
k=0 ’
= 1—e e B.6)

~—~

B.7)

Given the electron detection efficiency and the target A value, this gives us a
quantity that can be easily measured experimentally — simply counting how
ofter the TOF trace shows an electron peak. For instance, for A = 0.5 and
ne = 0.5, N(A\) = 0.221, which means we should adjust the sample pressure
such that we see electron peaks in ~ 220 TOF trace per second (1 kHz laser
rep rate).
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Appendix C

Simulation and Analysis Codes

Here we document three important program codes used in the experiments.
The algorithms in the first two simulation codes are similar. Both codes solve
the TDSE, one estimating the AC Stark shift in SFI for the purpose of peak
assignment in Sec. 3.1, while the other one calculating the non-adiabatic
transition among ionic states in Sec.4.3 and Sec.4.4. The last code is used to
perform the Abel inversion, discussed in Sec. 2.5. We provide the core parts
of each code. The complete versions, which contain more features, can be
found on the group site.

Dynamic Stark Shift

In order to estimate the AC Stark shift of each ionic state, F% (see Eq. 1.2),
we perform a numerical integration of the TDSE including the molecular
ground state and the five lowest ionic states of the CH,BrCl molecule. A nu-
merical approach is necessary because given the various detunings between
the low lying ionic states and the laser, neither the rotating wave approx-
imation (RWA) or adiabatic elimination is valid. The RWA requires the
detunings to be much smaller than the laser frequency and adiabatic elimi-
nation requires that the detunings be larger compared to the Rabi frequency.
To model the real laser field used in the experiment, which are responsible for
both the Stark shift and multiphoton ionization, we define two fields in the
calculation: a strong IR laser field inducing the Stark shift and a weak VUV
field ionizing the ground state. The idea is to 'probe’ the ionic states’ Stark
shifts by looking for population transfer from the ground state as a function
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of VUV laser frequency. The transition dipole moments (TDMs) between
ionic states, state energies and spin-orbit couplings for the ions are borrowed
from the ab initio electronic structure calculations perform by Tamés Roz-
gonyi '. The TDMs between the neutral and ionic states are chosen to be 0.1
a.u. which allows for VUV coupling but doesn’t deplete the ground state.
Only five ionic states are considered because there is a substantial energy
gap to the next lowest ionic states.

The total electronic Hamiltonian (nuclear dynamics is not considered
here) consists of 3 parts, the bare Hamiltonian Hy (not including spin-orbit
coupling), spin-orbit coupling Hgp, and the molecule-field dipole-coupling
HMFZ

H = Hy+ Hgo+ Hyr
Hyp = —ji-E C.2)
(Ho+ Hso) |¢i) = hw;|¢y)

where F = Ejr + FEyyy is the laser field.

—~~
Q
—_

(e“rrt 4 c.c.)
2
(evuvt 4+ c.c.)

2

Eir = &mr(l) (C4)

Evov = &vuv(t)

(C.5)

2
E(t) = Se 27 is a Gaussian temporal envelope with intensity FWHM =
2v/In2 T, which is set to 30 fs in the this case. The calculation is carried
out in the eigenspace of Hy + Hgo (i.e. in the spin-orbit basis). The wave
function is written in terms of the eigenstates:

[(t)) = do(t) [do) + > dilt) |6:) (C.6)

i#£0

Substituting (C.9) and (C.6) into the TDSE ih-2 [¢) = H |1} and transform-
ing to the rotating frame @;(t) = a;(t)e”™i*, we arrive at :

'Institute of Materials and Environmental Chemistry, Research Centre for Natural
Sciences, Hungarian Academy of Sciences, Budapest 1117, Magyar tudésok kortitja 2,
Hungary
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IR peak intensity in TW/cm?
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VUV photon energy in eV

Figure C.1: Calculations aimed at estimating dynamic Stark shifts for ionic
states of CHyBrCl in a strong field IR laser pulse. The graph shows popula-
tion of the first five ionic states as a function of IR field strength and VUV
photon energy. On the horizontal axis the frequency of the VUV radiation
is plotted, while on the vertical, it is the peak intensity of the IR pulse.

. { W —iwr iwr —1iWwi0
(1) = 7 3 ilEvon (e + Epp(e)(emim 4 e ay(t)ent (C.7)
1#0

di;éo = %,ulo [SVUV(t)e_inUVt + 8[3(75) (e_iwIRt + €iw1Rt)](10 (t)e_iwwt (08)

+% Z i Erp(t) (e IRt 4 ™It q i (t)e it
J#i

We have omitted the rapidly rotating terms, & (t)e @vov+wiolt for oy iy -+
Wio >> |wypy — wie|, invoking the rotating wave approximation only for the
VUV field, but not for the IR. By calculating the ionic states’ population
as a function of IR field strength and VUV photon energy, we can map
out the Stark shift of each ionic state as a function of IR field strength, as
shown in Fig.C.1.The two-dimensional plot shows the total ionic population
for a range of VUV photon energies (horizontal axis) and IR peak intensities
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(vertical axis). The calculation shows that population can be transferred to
the lowest four ionic states when the VUV pulse is resonant with the energy
difference between the neutral ground state and each of the ionic states. As
the IR field strength increases, it couples the ionic states, leading to dynamic
Stark shifts, as seen in shifts of the absorption peaks on the graph. We note
that simulations were performed with the IR electric field polarized along
the C-Br bond. It is along this direction that the molecule-field coupling is
the largest. Nevertheless, the shifts of the absorption peaks stay below 100
meV for the intensities used in the measurements. Similar calculations for
CH,IBr show similar amount of Stark shift. Since the other terms in Eq. 1.2
are significantly larger, we argue that neglecting Es is a good approximation
for the purpose of peak assignment.

Non-adiabatic Transition

This is similar to the model in the previous section but we drop the ionization
part of the coupling (no Eyyy) as well as the ground ionic state, and focus on
how the IR field couples the ionic states. The total electronic Hamiltonian
consists of the free Hamiltonian Hy and the molecule-field dipole-coupling
H MF-

H = Ho+ Hso + Hur (C.9
Hyp = —fi-B (C.10
Holdi) = hw;l|d:) (C.11
() = ) [ (C.12

Solving the TDSE:

. 1 —iwjj

a; = ﬁZMijzR(t)COS(wIRt)@j(t)e " (C.13)
J#i

Wij = Wi —Wj

Since there is no ionization, the initial condition is manually set. One
can choose to solve the TDSE in either the adiabatic or diabatic basis. If
one is only interested in the population at the end of the pulse, such as in
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Fig. 4.4, then it’s easier to work in the diabatic basis since the adiabatic
basis requires diagonalization at each time step. The diabatic formulation is
that of Eq. C.13. However, all the population should start in the adiabatic
ground ionic state, d;'(0). Consider a 2-level system. Let U(t) be the unitary
transformation that diagonalizes the instantaneous Hamiltonian H(t):

U ' tH)U(t) = D(t) (C.14)
D(t) = (%‘/’ E0g> (C.15)
' =U1) = (Z:Eg) (C.16)

Then the initial amplitudes of the diabatic states are given by U(0)1’(0).
On the other hand, if one is interested in following the population dynamics,
such as in Fig. 4.5, then both bases require roughly the same amount of
calculation, because the states’ amplitudes obtained in the diabatic basis
need to be transformed into the adiabatic basis at each time step.

Here we include the core of the code implemented in MATLAB (R2014b)

function [w, mu, t, yE, Pop, Pop.c, U, H.ad| = IwPE

%% load potentials, TDMs. Set field amplitudes, carrier
frequencies , pulse duration

global w mu EX EIR omegaX omegalR tIR tX NStates a0

% w— potentials

% mu — TDMs

% EX and FEIR — VUV and IR amplitude

% omegaX and omegalR — VUV and IR frequency

% tX and tIR — characteristic time pulse durations,
depending on the envelope shape

% exp(—1x(t."2)/2/tX "2) —> FWHM_field=2+«sqrt (2xlog(2))
*xtX=2.85482xtX, FWHM int=2sqrt (In2)tX=1.6651xtX [ps

/;.
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% (cos(pixt/tX)) "2.x(t>—tX/2 & t<tX/2) —>FWHM._field
=0.5%tX, FWHM_int=2%acos (0.5°0.25) /pi*tX=0.364*tX [ps

/

% main simulation

H_di0 = wsxhbar—EIR*mu; % diabatic Hamiltonian
[U0, H.ad0] = eig(H_-di0); %diagonalization

%initialize eigenstate amplitudes

% NState — number of states, including neutrals

c0 = zeros(NStates,1); Z%adiabatic states at t=0

a0 = zeros(NStates,1); %diabatic states at t=0

c0(1) = 1; % all population starts in the ground state
a0 = UOxc0; % diabatic states amplitude

[t,a] = SolveTDSE_IwPE(); %solve TDSE with Matlab ode
solver

%transfer to schroedinger picture from interaction pic
aTilde = zeros(size(a));
for j=1:size(a,2);
aTilde (:,j) = a(:,]).xexp(—1i*xw(j,]j)*t);
end

Pop = abs(aTilde)." 2; % diabatic population

vE = EIRxexp(—1x%(t."2)/2/tIR"2).xcos(omegalRxt) + EXx
exp(—1%(t."2)/2/tX"2) .xcos(omegaXxt); %field
for j =l:length(yE)
H.di(:,:,j) = wkhbar—yE(j)*mu; % diabatic
Hamiltonian at all times
[U(:,:,)), Had(:,:,j)]=eig(H.di(:,:,j)); %
Transformation matriz U at all times
c(:,j) =U(:,:,j)\aTilde(j,:)."; % transforming
to aditabitic basis, mnote to use .’ instead
of

end

89



Pop_.c = (abs(c)."2).’; adiabatic population

function [t,a] = SolveTDSE_IwPE ()
global tIR tX NStates w mu a0
options = odeset (' RelTol’ ;1e—6, AbsTol’ ,1e—7);
% ode solving accuracy
[t,a] = ode23(QTDSEIwPE,[—-4xtIR, 4xtIR], a0,
options); % set solver, time interval,
initial condition .
end

function da = TDSE.IwPE(t, a)
global hbar w mu EX EIR omegaX omegalR tIR tX Basis
NStates

% construct the matriz in Eq. (C.7) and (C.8)

MU = zeros(NStates);

for j=1:NStates % matriz in Eq. (C.7)

% Gaussian envelope

MU(1,j) = 1/2/hbarsmu(1,j)*(EXxexp(—1x(t.
exp(+1ixomegaXxt )+EIR*exp(—1%(t."2)/2/tIR"2)*2xcos(
omegalRxt ) )xexp(—1lix(w(j,j)—w(1,1))x*t);

MU(j,1) = 1/2/hbarsmu(] ,1)*(EX>|<exp( Ix(t.72)/2/tX"2) %
exp(—1ixomegaXxt)+EIR*exp(—1%(t."2)/2/tIR"2)*2%cos
omegaIR*t))*exp(—li*(w(l,1)—W(J,J)) t);

2) /2/tX"2)*

end

% two cases for Eq. (C.8)

% (1) with spin—orbit coupling Hamiltonian

for k=2:NStates

for j =2:NStates

if =k

% Gaussian

MU(k,j) = 1/hbarsmu(k,j)*EIRxexp(—1%(t."2)/2/tIR "2)x*cos
(omegalRxt)*xexp(—1i*(w(j,j)—w(k,k))*t) — w(k,j)=*exp
(=Lix(w(j,j)—w(k,k))*t);
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end
end
end

(2) no spin—orbit coupling Hamiltonian

for k=2:NStates

for j =2:NStates

if j =k

% Gaussian

MU(k,j) = 1/hbarsmu(k,j)*EIRxexp(—1%(t."2)/2/tIR"2)*cos
(omegalRxt)*xexp(—1i*(w(j,j)—w(k,k))*t);

end

end

end

end

da = 1isMUxa; % this is Eq. (C.7) and (C.8)

Abel Inversion

The algorithm has been described in detail in Sec.2.5. Here we provide the
core part of the Matlab code. The code automatically determines the size of
the image and construct the inversion matrix. That construction part only
need to run once. So to process large number of images, that part can be
set outside the function. Additional options include using a lattice center
instead of a pixel center and processing coordinates instead of images. These
can be found in the full version of the code here

%input an image and its center

Y%output the 3D distribution in panel (a) Fig.2.8,
variable Ring, and the 2D distribution after
integration over the axis of symmetry in panel (c)
Fig.2.8, wvariable Anglntegrated.
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function [Ring, Anglntegrated] = Inv_Abel_Linear (Centre
, Image)

Y%round center to integer
CentralRow = Centre(1);
CentralColoum = Centre(2);
yc¢ = round(CentralRow) ;

xc¢ = round(CentralColoum) ;

ocheck image size to prepare e inversion matrix, an
Y%check imag ' t the 1 ' tri d
fold images to one quadrant

ImageOrig = Image;

DimOrig = size (Image) ;

RadiusMax = min(yc—1, DimOrig(1)—yc); % max y < Dim/2
XRange = min(xc—1,DimOrig(2)—xc); % < maz y, cut edge

for x=1:XRange %quadrant size used

for y = 1:RadiusMax

Image (yc+y,xc+x) = (Image(yc+y, xc+x)+Image (ye—y, xc+x)+
Image (yc+y,xc—x )+Image (yc—y,xc—x)) /4; Image(yc,xc+x
) = (Image(yc,xct+x)+Image(yc,xc—x)) /2;

Image (yc+y,xc) = (Image(yc+y, xc)+Image(yc—y,xc)) /2;

end

%first calculate the projection matriz, then invert it

for NumRing = 1:Size

Distr (NumRing) . Area = zeros (NumRing, NumRing) ; %
projection matrix

Distr (NumRing) . Weight = zeros (NumRing, NumRing); %
tnverston matrix

for y = 1:NumRing

Sum = 0;

for k = y:NumRing

Distr (NumRing) . Area(y,k) = (k—.5) "2x(acos((y—1.5)/(k
—.5))—acos ((y—.5)/(k—=.5)))+(y—.5) «((k—.5)"2—(y—.5)
"2)".5—(y—1.5)%((k—.5)"2—(y—1.5)"2)".5—Sum;

Sum = Sum + Distr (NumRing) . Area(y,k);
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end
end
Distr (NumRing) . Weight = inv(Distr (NumRing) . Area) ;
end

Ring = zeros(DimOrig(1) ,DimOrig(2));
Anglntegrated = zeros(DimOrig(1) ,DimOrig(2));

%inversion
for x = 0:XRange %z and y are distance here
NumRing = RadiusMax — 1;

Ring (yc:(yc+NumRing—1) ,x+xc) = Distr (NumRing) . Weight =
Image (yc:(ye+NumRing—1) ,x+xc); % THIS LINE INVERTS

% integration and unfolding

Anglntegrated (yc,x+xc) = Ring(yc,x+xc)*pi*.5"2;

Anglntegrated (yc,—x+xc) = Anglntegrated (yc,x+xc);

Ring(yc,—x+xc) = Ring(yc,x+xc);

for y = 1:NumRing

Anglntegrated (y+yc,x+xc) = Ring(y+yc,x+xc)*pi/2%((y+.5)
"2—(y—.5)"2);

Anglntegrated(—y+yc,x+xc) = Anglntegrated (y+yc,x+xc);
Anglntegrated (y+yc,—x+xc) = Anglntegrated (y+yc,x+xc);
Anglntegrated(—y+yc,—x+xc) = Anglntegrated (y+yc,x+xc);

9

)

Ring(—y+yc,x+xc) = Ring(y+yc,x+xc)
Ring (y+yc,—x+xc) = Ring(y+yc,x+xc)
Ring(—y+yc,—x+xc) = Ring(y+yc,x+xc
end
end
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